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Abstract: In this paper, the applicability of heuristic methods for an automated
and reactive optimization of network infrastructures in highly-dynamic communica-
tion networks is studied. With an increasing amount of (mobile) participants and at
the same time significantly growing quality requirements in communication networks
over the past years, optimization of communication infrastructures will become an
inevitable challenge in providing a reliable and high-quality communication service.
Mostly, changes in highly-dynamic networks, which may be planned or unplanned,
happen swiftly, such that it is not possible to apply manual optimization. Thus, an
automated and reactive optimization becomes necessary to address this problem. Two
major issues arise from the optimization of highly-dynamic communication networks.
First, the complexity of problems, which is either implied by the complex optimization
problem or the number of different possibly concurrent goals subject to optimization.
Second, the highly-dynamic optimization search space, where network topologies may
change rapidly introducing severe challenges for the optimization process.

Here, different evolutionary and greedy optimization heuristics for the optimal selection
of monitors in communication networks are studied and compared. Monitor selection
is a well-known, important, and complex (NP-hard) optimization problem, serving as
a current and actual use case for the general concept of highly-dynamic communica-
tion network optimization. As the results show, two of three methods reliably provide
solutions of sufficiently high quality in reasonable time, enabling the applicability of
heuristic methods of optimization in highly-dynamic communication networks. Results
of the experiments are obtained using state-of-the-art statistical methods for evaluation
of (evolutionary) search heuristics on a set of 39 real-world and synthetic benchmark
problem instances.
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1 Introduction

Over the past decades, communication infrastructures have grown massively

both in quantity and quality. Today, network service providers are challenged

by an increasing number of communication devices in the area of, e.g., mobile-

or internet-of-things communication, and a rising requirement for connections of

high quality, e.g., reliable and fast data transfer with low latencies. Especially
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in the area of mobile communication using smartphones, tablets, laptops, or

other devices connected via mobile-broadband subscriptions, the global number

of participants increased over more than 20% annually in the past 5 years and

it is expected to reach a globally total of 4.3 billion according to the statistics

of the International Telecommunication Union [ITU, 2013].

In the area of network management it is necessary to distinguish between two

different types of events which may occur during operation: ordinary (planned)

events and extraordinary (unplanned) events. In most cases, ordinary events

such as roaming of mobile clients or maintenance of network infrastructure de-

vices are taken into account during the design of the network. Requirements may

change over time, e.g., due to a higher number of mobile roaming devices or new

(quality) obligations, but may usually be covered by flexible and scalable design

beforehand. On the other side, extraordinary events such as hardware failures

or attacks on the infrastructure may as well be addressed by proper prevention

techniques, e.g., redundancy and countermeasures for security incidents. How-

ever, due to the financial effort, rapidly evolving area of possible attacks and

vulnerabilities, and an increasing complexity of the systems, ultimate security

is neither achievable nor efficient. Hence, in order to react reasonably and ef-

ficiently on changes in the network infrastructure, an automated, reactive and

steady optimization of the network infrastructure offers huge advantages.

Optimizing communication networks is subject to research since years. How-

ever, with the evolving use and importance of networks as described before and

the developing technology of Software Defined Networking (SDN) and Network

Function Virtualization (NFV), a completely new way of network management

becomes possible [Marotta et al., 2017]. While the focus of network optimiza-

tion had been on creating robust, resilient and efficient design and maintenance

of stationary network topologies, SDN and NFV enable a bird’s-eye view on

the whole administrative domain and additionally offer programmatic access to

network properties such as bandwidth management or dynamic routing. This

also facilitates new network security applications by enabling early detection

of possible threats, e.g., botnets, denial of service attacks, or propagation of

malware [Lagraa and Francois, 2017].

In this paper, the problem of monitor placement in highly-dynamic commu-

nication infrastructures is addressed using different methods from the area of

Evolutionary Algorithms (EAs) and other heuristic optimization techniques. As

monitors act as sensors for traffic in communication networks, it is the most basic

but also possibly most important step towards securing communication network

infrastructures. However, while being an important problem in network man-

agement, the monitor selection is just one possible use case of reactive network

optimization, which might be subject to change depending on the corresponding

requirements.
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One of the major challenges addressed here is the highly-dynamic infras-

tructure, which implies steady and frequent changes of the network topology,

such that only a limited time-window is available for the optimization process.

In this case, the network may change after each evaluation of the optimization

method, which has several implications for the optimization process which are

described in more detail in the following sections. However, one has to distin-

guish between dynamic monitoring and dynamic infrastructures. While dynamic

monitoring describes the dynamic placement of monitors in a network, dynamic

infrastructures describe the changing topology of a network to be monitored.

It is important to mention that it can be useful to apply dynamic monitoring

even in static infrastructures as network traffic is usually dynamic and hence

requirements for monitoring change accordingly.

This paper introduces the following major contributions in the area of au-

tomated and reactive optimization of highly-dynamic communication network

infrastructures:

– Study of the general applicability of heuristic methods in reactive optimiza-

tion of highly-dynamic communication networks

– Comparison of three different current methods for optimization of monitoring

in dynamic communication networks

– Consideration of 37 well-known real-world and synthetic problem instances

for benchmarking the optimization methods

– Conduction of statistical significant experiments in order to show advantages

and disadvantages of the methods under study

– Runtime analysis of the optimization methods in order to show applicability

The remainder of this paper is structured as follows: In the following section,

an overview of the current state of the art is given, followed by the definition

of the monitor selection problem in Section 3 and the proposed solving strat-

egy in Section 4. Section 5 describes the experimental setup for the experiments

conducted, while Section 6 discusses the results. The paper closes drawing con-

clusions from the study and providing an outlook for possible future work in

Section 7.

2 Related Work

Optimization of communication networks has been done in the past, especially in

relation to the optimization of mathematical graphs [Yang et al., 2008, Chiang,

2009, Baccelli and Zuyev, 1999, Atiqullah and Rao, 1993]. Most of the research

focuses on the network design problem and its variants, i.e., the initial design
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of a network as opposed to a steady optimization. Recently, the development

of network virtualization techniques like SDN and NFV enables a completely

different way to manage networks providing programmatic access to detailed

network and traffic configurations and thus facilitates automated and reactive

network optimization. This feature of SDN and NFV can be used in conjunction

with heuristic optimization in order to implement a continuous optimization

lifecycle, i.e., SDN provides current information for the optimization method,

then the optimizer provides an improved model of the network which is finally

rolled out into the actual network using SDN again.

While changes in communication infrastructures may have several reasons,

e.g., hardware failure, malfunction, non-stationary participant, etc., SDN and

NFV add another challenge for optimization of such dynamic infrastructures.

Hence, supporting processes of networks, e.g., monitoring, need to be adapted

in order to keep pace with a changing requirements in dynamic communication

networks.

In the area of EAs, Evolutionary Dynamic Optimization (EDO) [Branke and

Schmeck, 2003, Rohlfshagen and Yao, 2008] is an important field covering dy-

namic search spaces in optimization. It has grown over the past decades, as shown

by the survey papers of Nguyen et al. [Nguyen et al., 2012] and Cruz et al. [Cruz

et al., 2011]. EDO has been applied to different areas, such as car distribution sys-

tems [Michalewicz et al., 2007] or electrical grounding grids [Neri and Maekinen,

2007]. Furthermore, EDO has also been applied to network-based problems, such

as wireless sensor network design [Quintao et al., 2005], dynamic shortest-path

routing problems in mobile ad-hoc networks [Shengxiang Yang et al., 2010] or in

stationary network environments such as the topological design problems having

multiple objectives [Dasgupta et al., 2012].

Current research work of different researchers disagree on which method is

the most beneficial for solving graph-based problems, particularly the monitor

selection problem. The most efficient implementations for solving the monitor

selection problem, which is strongly related to the well-known minimum vertex

cover (MVC) problem, are NuMVC [Cai et al., 2017] and FastVC [Cai, 2015] as

proposed by Cai, which are both based on a greedy local search and studied on

experiments. However, Chauhan et al. have shown that an evolutionary approach

is generally more efficient than a local search [Chauhan et al., 2017] for solving

the MVC problem in stationary scale-free networks.

All approaches discussed are applied to static graph problem instances, e.g.,

the exact optimization method proposed by Chen [Chen et al., 2010], while the

problem studied in this paper covers optimization in highly-dynamic networks.

Hence, using a hybrid method combining both, EAs and local search, seems to

be a reasonable choice.

Solving the monitor selection problem in highly-dynamic network environ-
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ments has first been addressed by Mueller-Bady et al. in [Mueller-Bady et al.,

2018]. Based on this idea, this paper introduces some major improvements for

solving the monitor selection problem in highly-dynamic networks:

– Experiments are extended. Here, another optimization method, a common

EA, is used in order to complete the comparison of the hybrid local search

EA, the standalone local search method, and the common EA.

– The number and type of problem instances is significantly increased. A set

of 39 diverse problem instances are taken from both, real-world networks

and well-known synthetic graph benchmarks in order to be able to evaluate

a general applicability of the proposed methods to highly-dynamic problem

instances.

– A state-of-the-art parameter tuning method is applied in advance to tweak

the parameters of the optimization method, taking into account the different

problem instances and optimization parameters, and

– A comprehensive and significant statistical analysis is applied to the results

of the experiments and displayed in various formats.

3 The Monitor Selection Problem

The first step in securing a communication network is implementing an adequate

monitoring in order to be able to evaluate events in the network and, in case

it is necessary, implement suitable countermeasures. In network management

and surveillance, monitoring is usually accomplished by installing monitors on

specific nodes in the target network, such that traffic that passes through edges

connected to these nodes, often referred to as links in terms of communication

networks, can be analyzed. The whole network is said to be monitored in case

all active links have at least one active adjacent monitor capturing traffic.

In general, both types of network infrastructure changes might appear during

ongoing monitoring: software changes induced by, e.g., SDN, or hardware changes

due to failure or malfunction. For monitoring a network, both changes can make

it necessary to adapt positions of monitoring nodes to the same extent. While

malfunction of hardware occurs unexpected even during an active connection but

usually with a low frequency, changes induced by SDN may have a very high

frequency depending on the network. Hence, for the remainder of this paper, the

actual reason for monitoring adaptions in the network is not further considered

in more detail. However, in order to stress the optimization methods, a worst

case with a high frequency of changes is assumed for the experiments.

A fast and comprehensive method to monitor all links in a network is to

implement monitors on all nodes in the network. However, as deployment of a
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monitor also implies several drawbacks such as implementation and maintenance

cost or performance loss on network nodes, it is desirable to implement the

optimal number of monitors at the optimal positions in the network in order to

cover all links. In the problem under study, each node in the network may be

used as a monitor. However, in case the particular use case makes it necessary,

further constraints on this model may restrict the use of nodes as monitors based

on the, e.g., type, occupation, or cost for implementation.

In order to model communication network infrastructures, mathematical

graphs have been shown to be a beneficial. In this paper it is assumed that a com-

munication network is modeled by a finite simple graph, such that G = (V,E),

with V being the set of vertices, representing the nodes, and E ⊆ V ×V being the

set of edges representing the connecting links between nodes. Throughout this

paper, unless otherwise mentioned, definitions of Diestel apply [Diestel, 2017].

As described before, the monitor selection problem is closely related to the

well-known NP-hard MVC optimization problem introduced by Karp [Karp,

1972]. A vertex cover is defined as a subset of vertices V ′ ⊆ V such that for each

edge {vi, vj} ∈ E, either vi ∈ V ′ or vj ∈ V ′, or both. A minimum vertex cover

is a vertex cover where |V ′| is minimal for all possible vertex covers of network

model G. As the underlying monitor selection problem can be generalized to the

described MVC problem, it can be shown that it is also a NP-hard optimization

problem. For the sake of brevity, the proof is omitted here.

As opposed to the MVC problem, the dynamic monitor selection problem

uses an additional edge weighting in order to prioritize monitoring on specific

links in the network. With the edge priority it is possible to model monitoring

priorities depending on different measures, e.g., graph centrality. In the exper-

iments conducted, edge priorities are either derived from information available

from the problem instances or they are generated randomly. In order to apply the

edge priority to the network model, the definition is extended to G = (V,E,w)

with w : E → N being a non-negative weighting function modeling the priority.

In order to reflect the time constraints in the dynamic monitor selection

problem, the optimization is done within the period [tstart , tend ] with tstart being

the start and tend being the end of the optimization process. Thus, the quality

of a solution depends on which edges are covered, the amount of monitors used

and the time point at which the solution was acquired. With the definition of

the time window, the previously defined network model graph reflecting the

problem instance can be defined as dynamic graph Gt = (Vt, Et, w) with |Vt|

and |Et| being the amount of active vertices and edges at time point t and the

time-independent priority function w. As the underlying search space is highly-

dynamic, the resolution of the time windows is the number of evaluations of the

optimization method, i.e., the network model changes after each evaluation of

the target network.
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4 Proposed Solving Strategy

In this section, the methods for solving the monitor selection problem are de-

scribed in necessary detail. Generally, the proposed solving strategy is a hybrid

search heuristic composed of a robust EA for broad exploration of the search

space and a fast local search approach for exploitation of the (local) search space,

forming the local search evolutionary algorithm (LS EA). The method has been

successfully applied in a different context before [Mueller-Bady et al., 2017b].

However, in this paper, the proposed LS EA is compared to its individual com-

ponents, i.e., the LS and the EA part. In the following, these components are

described in detail.

4.1 Evolutionary Algorithm

The evolutionary component is based on a generational EA. As common for

this kind of heuristics, a set of random initial candidate solutions (individuals)

is drawn and evaluated, forming the initial population. Then, until a certain

termination condition is satisfied, the evolutionary process is applied iteratively

as follows. First, two distinct individuals are selected from the population acting

as parents. These parents create two children using a recombination operation

which are mutated introducing minor random changes to the candidate solutions.

Finally, the new population is are reduced to its original size using selective

pressure induced by a selection operation. The termination condition for the

optimization process is usually that a certain number of evaluations or a specified

quality threshold has been reached.

According to Gen et al. [Gen and Cheng, 1999] and Doerr et al. [Doerr et al.,

2012], there exist different formats for representing encodings of candidate so-

lutions. For the dynamic monitor selection problem, a vertex-based approach is

used as follows. Let x̄ = (x1, . . . , xn) be a binary n-tuple representing a candi-

date solution, such that each xk resolves to whether a monitor is present on the

corresponding vertex vk in the graph or not:

xk =

{

1, if vk is selected as a monitor

0, otherwise
(1)

In order to determine the quality of such an individual, first the number of

monitors is determined:

monitors(x̄) =

n
∑

k=1

xk (2)

where a lower amount of monitors indicates a higher quality.

However, as individuals may also represent infeasible solutions, i.e., there

exist one or multiple edges in the graph not being covered, solutions not fulfilling
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these requirements are penalized using a linear distance function [Coello Coello,

2012] based on the given edge weighting w:

penalty(x̄) =
∑

{vi,vj}∈S

w(vi, vj) (3)

where S = {{vi, vj} ∈ E | xi = 0 ∧ xj = 0}. Finally, the result is combined into

a scalarized fitness value:

f (x̄) = monitors(x̄) + penalty(x̄) (4)

The goal of this minimization problem is to find a candidate solution x̄′ ∈ {0, 1}n,

such that f (x̄′) ≤ f (x̄), ∀x̄ ∈ {0, 1}n.

As evaluation of candidate solutions is done in dynamic problem instances,

it is necessary to reflect time of the optimization process within optimization

period [tstart , tend ] in the evaluation of the fitness of the individuals:

ft(x̄) = monitorst(x̄) + penaltyt(x̄) (5)

In this paper, the optimization period is defined as the number of evalua-

tions from the beginning of the optimization process, such that the optimization

period ranges from 0 to the maximum number of allowed evaluations. In order

to avoid the problem of having a variable-length candidate solution encoding,

differences of models are relative to a given base model, setting particular nodes

and edges active or inactive. Therefore, both, monitorst(x̄) and penaltyt(x̄) are

time-dependent, as both underlying sets may differ in the amount of active ele-

ments for each consecutive time point t.

4.2 Best-of-Multiple Selection Local Search

Local search is an optimization heuristic based on searching neighboring solu-

tions of a given candidate solution and a neighborhood relation. In most cases,

local search is applied iteratively on all existing neighbors until no better solu-

tion can be found while replacing the currently searched candidate solution with

the possibly improved one. In this specific case the neighborhood relation is set

to a Hamming distance of 1, i.e., two neighbors differ at exactly one position in

its representation [Hamming, 1950].

While for some problems an exhaustive search of the whole neighborhood

might be applicable, it is not the case here. In many of the problem instances

under study, it is not even possible to do a single iteration of local search as

the size of the problem instance and therefore its encoding as individual is too

large. Hence it is necessary to introduce a parameter for restricting the search

process in the neighborhood. Here, this is done introducing a new parameter,k ,

which restricts the amount of searched neighbors to k, leading to a variation of
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the Best-from-Multiple Selection (BMS) as proposed by Cai [Cai, 2015]. While

Cai uses the BMS heuristic for choosing a possible candidate node for removal

from an actual vertex cover as part of the FastVC algorithm, BMS is used here

for finding possible improved candidate solutions. The whole scheme of the BMS

LS is shown in Algorithm 1.

Algorithm 1 Scheme of the best-of-multiple local search method (BMS LS)

Require: Initial individual ind , parameter k , comparison function f
function Localsearch(ind , k , f )

currentOpt ← ind
repeat

neighbors ← k_random_neighbors(currentOpt , k)
bestNeighbor ← optimum(neighbors)
if f(bestNeighbor) < f(currentOpt) then

currentOpt ← bestNeighbor
end if

until bestNeighbor 6= currentOpt
return currentOpt

end function

4.3 LS EA

In order to combine the previously introduced EA and BMS LS methods, both

methods are aggregated in the hybrid LS EA. After initialization of the popula-

tion, the current best individual from the population is used for the local search.

As soon as no further improvement can be made using the BMS LS on this in-

dividual, the best found candidate solution by the local search is added back to

the population where the usual evolutionary search process continues. For each

iteration of the EA, first the local search is applied followed by the evolutionary

search process until the termination condition is satisfied. For the experiments

conducted, the parameters used for both, the evolutionary and the local search,

are described in upcoming Section 5.

4.4 Research Questions and Hypotheses

Related to the problem as described before, the following research questions

have been developed including the derived hypotheses in order to measure the

performance of the proposed solving strategies.

RQ1 Is it possible to optimize highly-dynamic communication network infras-

tructures using a heuristic search method?

RQ2 Does the proposed EA improve the solutions compared to a common BMS

LS in the optimization of highly-dynamic communication networks?
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RQ3 Does the proposed LS EA improve the solutions compared to a common

BMS LS in the optimization of highly-dynamic communication networks?

RQ4 Does the proposed LS EA improve the solutions compared to a common

EA in the optimization of highly-dynamic communication networks?

The following hypotheses are used in order to scientifically provide answers

to the research questions with the help of the experiments conducted in this

section:

H11 The median fitness of the best solutions is improved using an EA for opti-

mization of highly-dynamic communication networks as opposed to using a

BMS LS heuristic.

H21 The median fitness of the best solutions is improved when a LS EA is used

for optimization of highly-dynamic communication networks as opposed to

using a BMS LS heuristic.

H31 The median fitness of the best solutions is improved when a LS EA is used

for optimization of highly-dynamic communication networks as opposed to

using an EA heuristic.

5 Experiments

In this Section, experiments and experimental setup are described including

problem instances and parameters for comparing the proposed solving strategies.

5.1 Experimental Setup

Parameters are tuned in accordance with the racing parameter tuning method

irace [Lopez-Ibanez et al., 2016], while all instances are taken into account for

finding the parameter configuration (training set). Results of the parameter tun-

ing are shown in Table 1 as numerical and categorical values. Table 1 shows the

particular values used for the optimization process.

The experiments conducted in this paper follow a (µ+ λ) EA scheme [Beyer

and Schwefel, 2002] using the parameters as optimized by the irace method.

Hence, selection of survivors is done from both, the 251 existing parents and the

251 children. For selecting both, parents and survivors, tournament selection

with a tournament size of 4 is used. To perform this selection, a uniformly

distributed set of individuals from the population of size 4 (tournament size) is

drawn, while the best out of all tournament participants is finally selected. As

selection is done twice during one iteration, for selecting the parents and the

survivors. The tournament size parameters help to reduce selective pressure on

the population as high selective pressure may be disadvantageous for the search
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process by inducing premature convergence of the population to a possible local

optimum.

As variation operators, uniform crossover is used as recombination method

for creating new offspring of the parents. Crossover is applied uniformly over all

elements of the individual with a certain percentage (here: 50%). This leads to

children implementing individual parts of their parents, while specific contents

and positions of elements which are equal for both parents remain the same for

the children.

In order to introduce minor random changes, bit-flip mutation is used as

mutation variation operator. Here, every element of each child is mutated using a

mutation probability of 0.001. The mutation probability found by the parameter

tuning is comparably small, leading to the observation that mutation does not

seem to have a high impact on the optimization process.

According to the irace tuning method, the local search parameter k can not

be observed to have the same impact on the result quality as other factors like

population or tournament size. The optimized value for parameter k was found

to be k = 1, such that one random neighbor of each LS iteration is searched for

possible improvement.

In this experiment, the amount of different network models is fixed to the

number of evaluations per optimization run (100 000) while the model volatility

is a variable parameter describing the amount of change applied in every eval-

uation, simulating the dynamics of the network. In order to simulate different

activity levels in the network, the change of the network is divided into different

model volatility levels from a base model: 5%, 10%, and 25%. Having a volatility

level of 5% implies that arbitrary (randomly chosen) 5% nodes from the given

base model are toggled from inactive to active or vice versa, while inactive nodes

do neither participate in the network communication nor count for the fitness

evaluation. Edges adjacent to inactive nodes are, per definition, also set inactive

having the same implication as inactive nodes. Having two consecutive changes

using a change level of 5% implies that a maximum difference of 10% of all nodes

and adjacent edges is possible. Inactive nodes may be switched back to active in

the next iteration of the model change. Weightings of active edges are preserved

over all changes between different network models.

The number of evaluations is restricted to 100 000 as termination condition

for all methods under study. In order to obtain results of statistical significance,

each experiment is repeated 100 times per configuration. For reporting the re-

sults, median and interquartile range (IQR) are used for all experiments, while

mean and standard deviation (SD) are used for summarizing execution times.

The experiments’ results are obtained using the parallelization framework

“multijob” [Mueller-Bady et al., 2017a] and GNU parallel [Tange, 2011] on a clus-

ter configuration with two servers, where the first is composed of 2x Intel Xeon
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Table 1: Optimization parameters according to parameter tuning method irace.

Parameter Value

Evolutionary algorithm

Population size 251

Number of children (λ) 251

Number of survivors (µ) 251

Number of evaluations 100 000

Experiment repetitions 100

Selection operation Tournament selection

Tournament size 4

Survivor selection strategy (µ+ λ)

Crossover operation Uniform crossover

Mutation operation Bit-flip mutation

Mutation probability 0.001

Number of models 100 000

Model volatility 0.05, 0.10, 0.25

Local search

Local search parameter k 1

E5-2690 v4 @ 2.60GHz CPUs (28 cores, 56 hyperthreads) and 126 GB RAM and

the second of 2x Intel Xeon CPU E5-2650 v3 @ 2.30GHz CPUs (20 cores, 40 hy-

perthreads) and 62 GB RAM, and additional 10 desktop machines each having

one Intel Core i7-6700K @ 4.00 GHz (4 cores, 8 hyperthreads) and 16GB RAM.

All machines use a Debian Linux as operating system on the machine without

virtualization techniques, which is important for comparing wall-clock runtime

results. The implementation of the experiments is done in the C programming

language and compiled using the GCC 6.4.0 compiler.

5.2 Problem Instances

The problem instances, i.e., instances of different communication network, are

divided into two major parts. The first part contains benchmark instances from

the well-known DIMACS, DIMACS10 and BHOSLIB libraries, which were ob-

tained from the network data repository [Rossi and Ahmed, 2015]. Those bench-

marks are interesting for testing the overall performance of the method proposed,

but as those are synthetic network graph topologies, results are not applicable

to real-world network scenarios without further considerations. Weights are as-

signed random values in the [2, 10] interval for each problem instance in case no
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other priority is given. Hence, leaving an edge uncovered introduces an increase

of the fitness value of at least 2, while covering a node with a monitor increases

the fitness value by just 1. The selection pressure of the evolutionary process

will therefore favor solution covering all edges instead of reducing the number of

monitors (as a first step), which is the desired output for a swift optimization of

monitors in exceptional situations. Link priorities are assigned once, such that

they remain constant over all experiments shown in this document.

The second part of the problem instances contains models of real-world com-

munication networks. The graph model of the NREN Europe [Knight et al., 2012]

is a composition of all core routers of the European research network. This

dataset provided, in addition to topology information, also information about

geopositions, available bandwidth, etc. The latter is used to generate the pri-

orities for existing links in this network instance as a linear mapping from the

bandwidth range (minimum to maximum available bandwidth) to the set of pri-

orities {2, ..., 10}, i.e., the lowest bandwidth has priority 2 while the highest

bandwidth has priority 10.

Multiple instances of the well-known p2p-Gnutella Peer-2-Peer file shar-

ing overlay network [Ripeanu and Foster, 2002, Leskovec et al., 2007] are used

as problem instances. Those networks are interesting as they reflect a specific

case of virtual overlay networks in communication networks. Further real-world

network instances are used for benchmarking the methods proposed, e.g., the

internet-as instance, which is a model of the different autonomous systems

used in the Internet to transfer and transit data flows.

All benchmarks differ in size, density and graph attributes, e.g., degrees, and

clustering coefficients. In Table 2, all details of the total 39 problem instances

can be found, where |V | denotes the number of vertices, |E| the number of edges

and D the density measure of the graph. Additionally, the clustering coefficient

(clus) [Holland and Leinhardt, 1971], the minimum and maximum degree of the

graph (deg
min

, deg
max

) and the degree assortativity coefficient (Adeg ) [Newman,

2003] are shown, all of which are indicators for the practical applicability of the

model to real communication networks.

6 Results and Discussion

In this section, the result evaluation will be explained, followed by the actual

results in different representation formats and a discussion. For the sake of com-

pleteness, the whole dataset and an edited document including comprehensive

tables is provided online.1 Due to restrictions in the number of pages and for

reasons of clarity, the tables are not provided in this paper.

1 https://github.com/rmuellerb/DynamicOptimizationData
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Table 2: Problem instances and their attributes.

Instance |V | |E| D clus deg
max

deg
min

Adeg

NREN 1 157 1 465 0.0022 0.0610 57 1 -0.1483
tech-routers-rf 2 114 6 632 0.0015 0.2283 109 0 -0.0529
tech-WHOIS 7 477 56 943 0.0010 0.3062 1 079 0 -0.0218
internet-as 40 165 85 123 0.0001 0.0066 3 370 0 -0.1573

p2p-Gnutella04 10 879 39 994 0.0003 0.0054 103 0 -0.0083
p2p-Gnutella05 8 846 31 839 0.0004 0.0076 88 1 -0.0054
p2p-Gnutella06 8 717 31 525 0.0004 0.0081 115 1 -0.0032
p2p-Gnutella08 6 301 20 777 0.0005 0.0207 97 1 -0.0285
p2p-Gnutella09 8 114 26 013 0.0004 0.0172 102 1 -0.0327
p2p-Gnutella24 26 518 65 369 0.0001 0.0041 355 1 -0.0056
p2p-Gnutella25 22 687 54 705 0.0001 0.0045 66 1 -0.0062
p2p-Gnutella30 36 682 88 328 0.0001 0.0052 55 1 -0.0214
p2p-Gnutella31 62 586 147 892 0.0000 0.0039 95 1 -0.0063

delaunay_n10 1 000 3 100 0.0058 0.3818 12 0 -0.2096
delaunay_n11 2 000 6 100 0.0029 0.3786 13 0 -0.2180
delaunay_n12 4 100 12 300 0.0015 0.3791 14 0 -0.2125
delaunay_n13 8 200 24 500 0.0007 0.3796 12 0 -0.2161
delaunay_n14 16 400 49 100 0.0004 0.3794 16 0 -0.2248
delaunay_n15 32 800 98 300 0.0002 0.3791 18 0 -0.2226
delaunay_n16 65 537 196 575 0.0000 0.3793 17 0 -0.2237
delaunay_n17 131 073 393 176 0.0000 0.3795 17 0 -0.2219
delaunay_n18 262 145 786 396 0.0000 0.3795 21 0 -0.2261
delaunay_n19 524 289 1 572 823 0.0000 0.3797 21 0 -0.2235
delaunay_n20 1 048 577 3 145 686 0.0000 0.3797 23 0 -0.2282

frb30-15-1 450 83 200 0.8235 0.8210 407 0 -0.4874
frb30-15-2 450 83 200 0.8230 0.8204 404 0 -0.4937
frb30-15-3 450 83 200 0.8237 0.8214 400 0 -0.4871
frb30-15-4 450 83 200 0.8235 0.8211 401 0 -0.4728
frb30-15-5 450 83 200 0.8239 0.8221 403 0 -0.4833

frb35-17-1 595 148 900 0.8424 0.8409 544 0 -0.4901
frb35-17-2 595 148 900 0.8424 0.8404 541 0 -0.4916
frb35-17-3 595 148 900 0.8419 0.8412 549 0 -0.4960
frb35-17-4 595 148 900 0.8424 0.8415 560 0 -0.4874
frb35-17-5 595 148 900 0.8407 0.8393 550 0 -0.4846

frb40-19-1 761 247 106 0.4273 0.8561 703 0 -0.4925
frb40-19-2 761 247 157 0.4273 0.8559 702 0 -0.4967
frb40-19-3 761 247 325 0.4276 0.8558 702 0 -0.4917
frb40-19-4 761 246 815 0.4267 0.8542 692 0 -0.4979
frb40-19-5 761 246 801 0.4267 0.8543 691 0 -0.4976
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6.1 Result Evaluation

In order to evaluate the results of dynamic search spaces, especially but not lim-

ited to evolutionary search heuristics, it can be distinguished between optimality-

based and behavior-based measures as shown by Nguyen [Nguyen et al., 2012].

The former measure determines the ability of a problem solving method to reach

a specific solution quality, while the latter focus on the behavior of the algorithm

during the runtime, e.g., how fast solutions converge, how an algorithm behaves

in case a specific technique or parameter is used, etc. For most methods focusing

on solving a specific problem in a defined domain, optimality-based measures are

a reasonable choice as usually the final solution is the most important quality

indicator.

However, as the underlying monitor selection problem is applied to a highly-

dynamic search space, optimality-based and behavior-based measures start to

converge as soon as each solution at an arbitrary stage during the optimization

process becomes relevant for deployment in the actual network. Hence, here the

main focus is on optimality-based measures for determining the quality of the op-

timization method using normalized scoring as proposed in [Nguyen et al., 2012]

while additional information is provided using time-series plots for a selected set

of representative problem instances.

As the fitness values of two consecutive results are not comparable due to

the highly-dynamic search space (the amount of active nodes and edges in the

model differs for two different candidate solutions), normalization provides a

robust way to address this issue. In this case, the fitness value is again divided

into both initial parts: number of monitors and edge coverage. The values are

normalized to the [0, 1] interval, such that the following ratios apply:

used monitorst =
monitorst(x̄)

|Vt|
(6)

edge coveraget = 1−







∑

{vi,vj}∈St

w(vi, vj)

∑

{vi,vj}∈Et

w(vi, vj)






(7)

where St = {{vi, vj} ∈ Et | xi = 0 ∧ xj = 0} of network model graph

Gt = (Vt, Et, w) and candidate solution x̄ ∈ {0, 1}n with |Vt| and |Et| being

the amount of active vertices and edges at time point t. Generally, the goal of

the optimization is to maximize the edge coverage while minimizing the used

monitors. Displaying the individual parts of the fitness function is only used

for evaluation of results. The optimization in our experiments remains single-

objective using the scalarized fitness value for the optimization process as hav-

ing uncovered edges is not an option for deployment in an active network. While

a formulation as bi-objective optimization problem is possible, we decided to

describe the problem under study as single-objective one for aforementioned
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reasons. A formulation as multi-objective problem and according optimization

is to be evaluated separately as future work.

Tables 3, 4, and 5 provide numerical results for a representative set of 5 differ-

ent problem instances for each of the methods under study: the common EA, the

BMS LS, and the hybrid LS EA respectively. Here, each row shows the results of

the median and its IQR (columns Median and IQR) of the used monitors (col-

umn Used Monitors) and the edge coverage (column Edge Coverage) for

the respective problem instance (column Instance) and volatility level (column

Volatility). For the sake of brevity and overview, detailed results for all prob-

lem instances are omitted. However, the last three rows show the median value

of the median and IQR over all 39 problem instances for the amount of used

monitors and the edge coverage for each volatility level. As the results have been

found to be non-normally distributed using appropriate statistical methods, the

median and corresponding IQR have been used instead of mean and SD.

Another interesting measure for the optimization is wall-clock runtime, which

is captured for all experiments and shown in Table 6. Here, each row provides

information about the mean runtime (column Mean) and SD (column SD),

both in seconds, for the optimization for each combination of instance (column

Instance) and volatility level (column Volatility) and optimization method

(columns Common EA, LS EA, and BMS LS). Again, the last three rows

show the median value of the mean and SD over all 39 problem instances for the

runtime of each of the three volatility levels.

In order to answer the research questions and derived hypotheses provided,

Table 7 reports the p-values and statistics for the five representative problem

instances for comparing the BMS LS with the common EA (column EA vs.

BMS LS), the LS EA with the BMS LS (column LS EA vs. BMS LS), and

the LS EA with the common EA (column LS EA vs. EA). As results have

been found to be non-normally distributed, the one-sided Mann-Whitney U-

test [Mann and Whitney, 1947] has been applied to determine the statistical

values. In addition to the set of selected problem instances, Table 8 provides a

summary of the statistical results for all of the 39 problem instances for each

volatility level and experiment. Here, the percentage gives the relative amount

of instances where p ≤ 0.05, i.e., where sufficient evidence is found to reject the

proposed hypothesis.

In order to provide information about the optimization behavior of the indi-

vidual optimization methods for each volatility level, Figure 1 provides plots for a

selected set of four different representative problem instances. The different prob-

lem instances are shown column-wise (NREN, internet-as, p2p-Gnutella31,

and delaunay_n11), while the three volatility levels are given row-wise from

0.05 over 0.10 to 0.25. In each plot, the x-axis shows the number of evaluations

from 0 to the maximum number of evaluations (100 000), while the y-axis shows
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Table 3: Experimental results of the optimization analysis for the common EA

results on highly dynamic communication networks. The last three rows show

the median value of the median and IQR over all problem instances.

Used Monitors Edge Coverage

Instance Volatility Median IQR Median IQR

NREN 5 0.43 0.01 1.00 0.00

NREN 10 0.46 0.01 1.00 0.00

NREN 25 0.52 0.02 1.00 0.00

internet-as 5 0.54 0.00 0.97 0.00

internet-as 10 0.53 0.00 0.96 0.00

internet-as 25 0.51 0.00 0.88 0.01

p2p-Gnutella31 5 0.58 0.00 0.84 0.01

p2p-Gnutella31 10 0.57 0.00 0.81 0.01

p2p-Gnutella31 25 0.55 0.00 0.74 0.01

delaunay_n11 5 0.78 0.01 1.00 0.00

delaunay_n11 10 0.79 0.01 1.00 0.00

delaunay_n11 25 0.80 0.01 0.98 0.00

frb40-19-4 5 0.99 0.00 1.00 0.00

frb40-19-4 10 0.99 0.00 1.00 0.00

frb40-19-4 25 0.98 0.01 1.00 0.00

All instances 5 0.72 0.01 1.00 0.00

All instances 10 0.70 0.01 0.99 0.00

All instances 25 0.65 0.01 0.97 0.00

the ratio of the individual measure and method on a scale from 0.25 to 1.00.

The measure for the edge coverage is plotted in dotted lines and the measure

for used monitors in solid lines. Each method is shown by an individual color,

where blue is used for showing both measures for the common EA, yellow for

the LS EA, and green for the BMS LS, respectively.

6.2 Discussion

As can be seen in Tables 3, 4, and 5, both the common EA and hybrid LS EA

perform significantly better than the BMS LS approach. While the median edge

coverage for all instances are ≥ 97% for the experiments using the common EA

and the hybrid LS EA, the median edge coverage for the BMS LS is only 59% for

volatility levels 0.05 and 0.10 or 57% for a volatility level of 0.25. The IQRs for
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Table 4: Experimental results of the optimization analysis for the BMS LS re-

sults on highly dynamic communication networks. The last three rows show the

median value of the median and IQR over all problem instances.

Used Monitors Edge Coverage

Instance Volatility Median IQR Median IQR

NREN 5 0.52 0.02 0.63 0.04

NREN 10 0.52 0.02 0.62 0.04

NREN 25 0.52 0.02 0.59 0.05

internet-as 5 0.50 0.00 0.62 0.02

internet-as 10 0.50 0.00 0.61 0.03

internet-as 25 0.50 0.00 0.58 0.04

p2p-Gnutella31 5 0.50 0.00 0.52 0.00

p2p-Gnutella31 10 0.50 0.00 0.52 0.00

p2p-Gnutella31 25 0.50 0.00 0.51 0.01

delaunay_n11 5 0.53 0.01 0.57 0.01

delaunay_n11 10 0.53 0.01 0.56 0.02

delaunay_n11 25 0.52 0.01 0.55 0.02

frb40-19-4 5 0.57 0.03 0.63 0.05

frb40-19-4 10 0.56 0.01 0.61 0.02

frb40-19-4 25 0.55 0.01 0.59 0.03

All instances 5 0.52 0.01 0.59 0.02

All instances 10 0.51 0.01 0.59 0.02

All instances 25 0.51 0.01 0.57 0.02

all experiments for both, the used monitors and edge coverage, indicate that the

confidence of the median value is high (≤ 0.05). Regarding the used monitors it

can be observed that the median value of this measure is higher for the common

EA and the LS EA (65% to 72%) than for the BMS LS method (51% to 52%).

As a higher coverage of edges is achieved, it is possibly necessary to also use a

higher amount of monitors, which is why a higher amount of monitors does, at

a first glance, not necessarily indicate a lower quality.

Indeed, evaluating the individual instances, it can be observed that some

experiments require nearly the same amount of monitors while maintaining a

significantly higher coverage of the network. This can be seen, e.g., in the results

of problem instance internet-as at volatility level 0.25, where the common EA

and the LS EA both require 51% of the nodes as monitors to cover 88% of the

edges, while the BMS LS method requires 50% of the nodes to monitor only 58%
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Table 5: Experimental results of the optimization analysis for the LS EA re-

sults on highly dynamic communication networks. The last three rows show the

median value of the median and IQR over all problem instances.

Used Monitors Edge Coverage

Instance Volatility Median IQR Median IQR

NREN 5 0.43 0.01 1.00 0.00

NREN 10 0.46 0.01 1.00 0.00

NREN 25 0.52 0.02 1.00 0.00

internet-as 5 0.54 0.00 0.97 0.00

internet-as 10 0.53 0.00 0.96 0.00

internet-as 25 0.51 0.00 0.88 0.01

p2p-Gnutella31 5 0.58 0.00 0.84 0.00

p2p-Gnutella31 10 0.57 0.00 0.81 0.01

p2p-Gnutella31 25 0.55 0.00 0.74 0.01

delaunay_n11 5 0.78 0.01 1.00 0.00

delaunay_n11 10 0.79 0.01 1.00 0.00

delaunay_n11 25 0.80 0.01 0.98 0.00

frb40-19-4 5 0.99 0.01 1.00 0.00

frb40-19-4 10 0.99 0.01 1.00 0.00

frb40-19-4 25 0.99 0.01 1.00 0.00

All instances 5 0.72 0.00 1.00 0.00

All instances 10 0.69 0.01 0.99 0.00

All instances 25 0.65 0.01 0.97 0.00

of the whole network.

In the experiments conducted, it can be observed that in case the volatility

level is higher, the edge coverage and used monitors are both reduced. However,

it can also be observed that the size of the problem instance, i.e., the number of

nodes and links of the network, has a much higher impact on result quality than

the volatility level. For most of the small instances, e.g., NREN or delaunay_n11,

an (almost) full coverage is achieved, while most of the larger instances leave

room for further improvement, e.g., p2p-Gnutella31. While the latter is obvious

due to an increase of the search space of the problem, it is a positive observation

that the proposed search heuristics show such a level of robustness to counteract

changes in the dynamic problem instances.

The aforementioned behavior is substantiated by the runtime behavior plots

in Figure 1. For the experiments using the common EA or LS EA, it can be
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Table 6: Experimental results of the wall-clock runtime analysis (in seconds) for

the optimization for all methods under study on highly dynamic communication

networks. The last three rows show the median value of the median and IQR

over all problem instances.

Common EA LS EA BMS LS

Instance Volatility Mean SD Mean SD Mean SD

NREN 5 4.87 1.44 4.72 1.30 5.82 2.13

NREN 10 4.75 1.27 5.06 1.50 5.84 2.05

NREN 25 5.62 1.40 5.44 1.40 6.44 1.77

internet-as 5 460.11 157.70 486.18 176.14 575.85 258.34

internet-as 10 616.30 233.37 624.62 487.13 819.18 649.40

internet-as 25 1048.75 517.40 1070.56 707.96 1017.95 823.71

p2p-Gnutella31 5 979.97 584.36 859.90 572.59 954.91 500.56

p2p-Gnutella31 10 1118.57 423.42 1229.79 758.71 1371.82 824.94

p2p-Gnutella31 25 2004.57 1059.25 1978.52 1205.57 1854.74 1022.97

delaunay_n11 5 12.99 3.48 13.67 3.99 18.03 5.66

delaunay_n11 10 13.17 3.73 13.23 3.42 18.56 6.52

delaunay_n11 25 14.19 3.60 14.49 4.01 18.02 7.22

frb40-19-4 5 898.80 324.07 1083.00 713.02 848.46 523.49

frb40-19-4 10 1310.37 829.11 1236.65 698.32 1080.71 554.48

frb40-19-4 25 1535.09 1056.41 1512.38 825.64 1281.61 839.29

All instances 5 292.08 171.30 281.80 158.70 349.38 142.38

All instances 10 379.45 230.87 454.93 256.07 447.63 290.47

All instances 25 622.89 453.97 544.44 457.27 675.65 399.82

observed that smaller instances as NREN reach a state of (almost) full coverage

early in the search process (after around 10% of the total number of evalua-

tions). After reaching a sufficiently high coverage, the optimization starts to find

solutions with a lower amount of monitors while maintaining the coverage as in-

dicates in the plots. The same behavior also holds for runtime plots of instance

delaunay_n11. The volatility level influences the search by slightly reducing op-

timization speed, as indicated by the plots. However, in case of larger instances,

full coverage is possibly not reached yet, but the runtime behaviour plot indi-

cates a steady improvement over the whole runtime. Hence, providing a higher

number of evaluations is supposed to lead to further improvement of the results.

An important factor for practical applicability of reactive network optimiza-
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Table 7: Statistics and p-values for testing the optimization hypotheses H11,

H21, and H31.

EA vs. BMS LS LS EA vs. BMS LS LS EA vs. EA

Instance Volat. p-value Statistic p-value Statistic p-value Statistic

NREN 5 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.38 5 122.5
NREN 10 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.38 5 122.5
NREN 25 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.38 5 122.5

internet-as 5 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.82 4 619.0
internet-as 10 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.82 4 619.0
internet-as 25 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.82 4 619.0

p2p-Gnutella31 5 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.50 4 998.5
p2p-Gnutella31 10 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.50 4 998.5
p2p-Gnutella31 25 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.50 4 998.5

delaunay_n11 5 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.64 4 853.5
delaunay_n11 10 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.64 4 853.5
delaunay_n11 25 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.64 4 853.5

frb40-19-4 5 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.03 5 796.0
frb40-19-4 10 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.03 5 796.0
frb40-19-4 25 ≪ 0.01 10 000.0 ≪ 0.01 10 000.0 0.03 5 796.0

Table 8: Summary for statistical analysis over all problem instances. Shows per-

centage of problem instances where p ≤ 0.05 per volatility level.

Instance Volatility EA vs. BMS LS LS EA vs. BMS LS LS EA vs. EA

All instances 5 100% 100% 17.95%
All instances 10 100% 100% 17.95%
All instances 25 100% 100% 17.95%

tion is the absolute wall-clock runtime of the optimization. As these values are

highly dependent on the implementation and scales with the hardware used,

it should be considered a rough estimate and as comparison between different

problem instance attributes and optimization method parameters. As can be

seen in Table 6, runtime of individual experiments having 100 000 evaluations is

between several seconds for smaller instances up to several minutes for larger

ones. One significant factor increasing runtime is the volatility level. However,

as the experiments are carried out generating the different models on the fly

during the optimization process, this behavior might be implementation-related

and may be reduced in case another implementation is used, the models are

precomputed or the information about changes in the network is gathered dif-

ferently. Regarding all instances, there seems to be no major difference between

the different optimization methods. Hence, in case of a volatility level of 0.05, it

is possible to do ≈ 325 evaluations per second while having a volatility level of
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0.25 decreases this rate to ≈ 194 evaluations per second.

With respect to the comparison of the individual methods, the statistical

analysis as shown in Tables 7 and 8 offer meaningful results. Comparing the

common EA with the BMS LS, the statistics offer the unambiguous results that

the common EA outperforms the BMS LS on all problem instances. Therefore,

null hypothesis H10 can be rejected accepting hypothesis H11: yes, the me-

dian fitness of the best solutions is improved using an EA for optimization of

highly-dynamic communication networks as opposed to using a BMS LS heuris-

tic. Hence, research question RQ2 can be answered: yes, the proposed EA does

improve the solutions compared to the common BMS LS in the optimization of

highly-dynamic communication networks.

The same holds for the comparison between the LS EA and the BMS LS

methods. Here, the hybrid LS EA offers significantly better results on all problem

instances under study. There is also sufficient evidence to reject null hypothesis

H20 and thus accept H21: yes, the median fitness of the best solutions is im-

proved when a LS EA is used for optimization of highly-dynamic communication

networks as opposed to using a BMS LS heuristic. This leads to the answer of

research question RQ3: yes, the LS EA does improve the solutions compared

to the common BMS LS in the optimization of highly-dynamic communication

networks.

Regarding the last hypothesis, H31, results of the comparison of the com-

mon EA and the hybrid LS EA have to be evaluated. According to Table 8,

only in 17% of the problem instances under study, the LS EA generated signif-

icantly better results than the common EA. As this is not sufficient to reject

H30 generally, the hypothesis H31 must also be rejected: no, the median fitness

of the best solutions is not improved when the LS EA is used for optimization

of highly-dynamic communication networks as opposed to using the EA. As for

the hypothesis, the related research question RQ4 must also be declined: no,

the proposed LS EA does not necessarily improve the solutions compared to the

EA in the optimization of highly-dynamic communication networks.

However, even though there is no clear distinction between a pure EA and

a hybrid LS EA possible, both methods offer promising results for the reac-

tive heuristic optimization of highly-dynamic communication infrastructures as

shown by the results of the experiments conducted. Therefore, the general re-

search question RQ1 can be answered: yes, it is possible to optimize highly-

dynamic communication network infrastructures using the proposed heuristic

search.

6.3 A Note on Complexity

Unfortunately, the tractability of this problem in the general case, even for the

simplest MVC variant, is an open problem. All we can offer is a crude worst-case
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estimation for the computational problem involved, based on Complexity Theory.

As with any other NP-hard problem, the best we can say is that it seems to

require superpolynomial time in the worst case. This is a general result that can

be stated independently of the particular algorithm and implementation used, as

long as P is not equal to NP. In fact, no algorithm with subexponential worst-

case time is known for any NP-hard problem and, what is more, such algorithms

cannot exist under the Exponential Time Hypothesis (ETH) [Impagliazzo and

Paturi, 2001].

It is true that we are fortunate that algorithms for hard problems may be-

have much better in practice for small and even medium-size instances and,

sometimes, for some large instances. Of course, according to Complexity The-

ory, NP-hardness implies that this does not prevent the existence of pathological

or ill-conditioned instances of even moderate size that can drive any exact algo-

rithm to its exponential worst case. One could think that the situation should

be better than this, as we are not in fact guaranteeing an exact solution, but

trying to approximate the optimal solution. However, this is not the case. Un-

less, P = NP, MVC cannot be approximated within a factor of 1.3606 [Dinur

and Safra, 2005]. In fact, the classical greedy constant-factor approximation al-

gorithm for this problem can just guarantee that the vertex cover found is twice

as large as an optimal one.

Therefore, to go further, at the expense of exactness and of even constant-

factor approximation guarantees, we decided to resort to metaheuristics. The

problem is that for elaborate metaheuristic algorithms as the ones we present

here, good behavior is a subject of empirical analysis, as there are many param-

eters involved and a formal analysis of, e.g., genetic algorithms is not possible

with the current state of the art, save for the simplest algorithms and func-

tions [Droste et al., 2002, Jansen and Wegener, 2006, Oliveto and Witt, 2015].

According to Neumann and Witt [Neumann and Witt, 2010]:

In recent years, a number of publications regarding stochastic search

algorithms for the vertex cover problem have appeared. First, some sim-

ple evolutionary algorithms for single-objective optimization have been

investigated on this problem. It is shown in Friedrich, Hebbinghaus, Neu-

mann, He, and Witt (2007) that a natural single-objective approach

which minimizes the number of vertices and penalizes the number of

uncovered edges has an exponential optimization even on simple bipar-

tite graphs. Additional negative results regarding the single-objective

search algorithms were presented by Oliveto, He, and Yao (2009) and

Oliveto, He, and Yao (2008), who show that the use of populations in

single-objective formulations does not necessarily allow for a significant

increase in success probability.

The aforementioned algorithms are the (1 + 1) EA and the simplest Ran-
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domized Local Search (RLS) algorithm. Most available theoretical results are

restricted to these algorithms. As the algorithms that we propose are not so

simple and the functions to optimize are rather complex, all that we can say is

that, for a fixed size of the population, the number of evaluations is the main

parameter through which the execution time can be controlled. Whichever the

true complexity is, it increases linearly with the number of evaluations and, as

we are interested in dynamic optimization, we work backwards: we fix a time

window and try to do our best in the available time, i.e., in this case the number

of evaluations.

However, thanks to extensive experimentation, we can show evidence that

problems large enough to be of practical interest in our domain can be solved

by our techniques. The authors provide 15 additional pages of data backing

this statement, with experimental results showing that we can get reasonable

approximations dynamically.2

7 Conclusion and Outlook

In this paper, the general applicability of heuristic methods for reactive opti-

mization of highly-dynamic communication networks has been studied. Due to

the increasing complexity and dynamics of modern communication networks,

a steady optimization of communication networks becomes more and more in-

evitable for providing reliable communication infrastructures of high quality.

As described in more detail in the previous sections, a successful application

of optimization heuristics in conjunction with the developing software-defined

networking and network function virtualization standards enable a new way of

automated and reactive network management. Here, several established methods

for network optimization have been applied and compared scientifically, using the

known NP-hard optimization monitor selection problem for testing the general

applicability of the method to an exemplary but important problem in network

management. As the results show, it is possible and efficient to use EAs for

optimization of communication networks. The main research question, whether

it is possible to optimize highly-dynamic communication network infrastructures

using a heuristic search method, could be confirmed based on comprehensive

experiments on a variety of 39 different real-world and synthetic benchmark

problem instances.

This research is a first step towards an effective, reactive, and automated

network management and forms the base for possible interesting future aspects.

Due to the time-criticality of the problem, experiments in a live environment

of adequate size is one major aspect of future research, tuning the optimiza-

tion methods according to the target environment. Furthermore, replacing the

2 Please, find the data as raw CSV files and a PDF summary in
https://github.com/rmuellerb/DynamicOptimizationData.
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generation of random changes in the network with realistic changes obtained

from the actual network using SDN or NFV and measuring the performance are

other interesting aspects. An extensive comparison of further methods using,

e.g., aforementioned NuMVC, FastVC or a different bio-inspired heuristic, could

be interesting in order to find the most suitable heuristic for optimization of

highly-dynamic communication networks and further improve the effectiveness

of the presented approach.
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