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Abstract: Air-pollution is one of the main threats for developed societies. According
to the World Health Organization (WHO), pollution is the main cause of deaths among
children aged under five. Smart cities are called to play a decisive role to improve such
pollution by first collecting, in real-time, different parameters such as SO2, NOx, O3,
NH3, CO, PM10, just to mention a few, and then performing the subsequent data
analysis and prediction. However, some machine learning techniques may be more
well-suited than others to predict pollution-like variables. In this paper several machine
learning methods are analyzed to predict the ozone level (O3) in the Region of Murcia
(Spain). O3 is one of the main hazards to health when it reaches certain levels. Indeed,
having accurate air-quality prediction models is a previous step to take mitigation
activities that may benefit people with respiratory disease like Asthma, Bronchitis
or Pneumonia in intelligent cities. Moreover, here it is identified the most-significant
variables to monitor the air-quality in cities. Our results indicate an adjustment for
the proposed O3 prediction models from 90% and a root mean square error less than
11 µ/m3 for the cities of the Region of Murcia involved in the study.
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1 Introduction

Smart cities have become an endless source of urban data. These data range from

traffic events to data related to the management of public resources, through in-

dicators about the citizens’ quality of life. Among the latter, one of the most

important indicators is related to air quality. According to the World Health

Organization (WHO), the air pollution is a leading cause of chronic or non-

communicable diseases (NCDs), causing over one-third of deaths from stroke,

lung cancer and chronic respiratory disease, and one-quarter of deaths from

ischaemic heart disease [WHO, 2018]. In fact, this issue is included by the Eu-

ropean Union as one of the challenges for smart cities in its H2020 programme,

recently debated in the European Forum on Eco-Innovation1.

Air quality is affected by several factors including airborne particulate matter

(PM), sulfur dioxide (SO2), Nitrogen dioxide (NO2) and Ozone (O3), just to

1 http://ec.europa.eu/environment/ecoinnovation2018/1st_forum/
case-studies_02_en.html
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mention a few. Several works have shown that short-term O3 exposures within a

period of 1 to 2 days may be directly related to acute coronary events in middle-

aged adults without heart disease [Ruidavets et al., 2005, Brook et al., 2002]. In-

deed, the continuous monitoring of these variables can provide firm foundation

for creating models to predict hypothetical high-level concentrations of a deter-

minate polluted factor. Several works have been done in developing IoT infras-

tructures for air pollution monitoring [Al-Ali et al., 2010, Shaikh et al., 2017,

Afshar-Mohajer et al., 2018]. However, the fast-growing, tremendous amount of

data, collected and stored in large and numerous data repositories, have far ex-

ceeded our human ability for comprehension without computational tools. Some

efforts have been made to develop expert system and knowledge-based technolo-

gies, which typically rely on users or domain experts to manually input knowl-

edge into knowledge databases. However, the manual knowledge input procedure

is prone to biases and errors and it is extremely costly and time-consuming. The

widening gap between data and information calls for the systematic development

of data mining tools.

In the data mining area, the data is stored electronically and the analysis is

automated, or at least augmented, by computers. Some efforts have been done

with the idea that patterns in data can be automatically sought, identified, vali-

dated, and used for prediction. Data mining is defined in [Witten et al., 2016] as

the process of discovering patterns in data and, in [Hand, 2007], it is stated as

the discovery of interesting, unexpected or valuable structures in large datasets.

Indeed, the process must be automatic or, more usually, semiautomatic and the

patterns discovered must be meaningful in a practical sense. Data mining is com-

posed of several techniques, including machine learning and statistics analysis,

just to mention few of them. However, the data mining main goal is to target

a specific scenario which is modeled with a particular data set in order to deal

with a specific problem or situation.

In practice, most tasks that require intelligence also require an ability to

induce new knowledge from experiences. A computer program is said to learn

some task from experience if its performance at the task improves with expe-

rience, according to some performance measure. Machine learning investigates

how computers can learn, or improve their performance, based on data. A main

research area for computer programs is to automatically learn to recognize com-

plex patterns and make intelligent decisions based on data. In [Han et al., 2011]

machine learning is classified in four categories: supervised learning, unsuper-

vised learning, semi-supervised learning and active learning.

One of the aims of smart cities is to act on the basis of data obtained through

sensors. However, it must be noted that the sensors may cause failures and errors

when obtaining data, hence it is necessary to develop a model to predict values of

interest in order to control air quality. The main goal of this paper is to analyze
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different machine learning techniques to predict ozone levels. The aim of this

analysis is to obtain the best model for predicting ozone. Thus, in the event of

a sensor failure, the model can predict with the least possible error the amount

of ozone in the air in order to create an alert if the recommended thresholds are

exceeded and take the appropriate measures. Specifically, this analysis has been

performed in four cities at the Region of Murcia (Spain) taking real data from

4 stations for air quality measurement.

The rest of the paper is structured as follows. Section 2 describes work related

to air quality and ozone prediction in cities. Section 3 presents the machine

learning techniques used for ozone prediction as well as for the study of the

most important variables to consider for such prediction. Section 4 shows the

assessment performed to obtain the best models for the ozone prediction and a

clustering of stations according to the similarity of the data. Finally, Section 5

describes the conclusion and future work of this paper.

2 Related Work

Smart cities have attracted considerable attention in the context of urban devel-

opment policies. The Internet and broadband networking technologies are seen

as enablers of e-services and are becoming increasingly important for urban de-

velopment, while cities increasingly assume a key role as drivers of innovation in

areas such as health, inclusion, environment and business [Schaffers et al., 2011].

Thus, for example, there are many studies related to traffic control in cities

[Bui and Jung, 2017, Shaghaghi et al., 2017], and this topic is related to the en-

vironment in smart cities. In this same area and related to traffic control is the

topic of air quality monitoring. Many of the works in the area of air pollution

in smart cities focus on the monitoring of parameters considered as pollutants.

Thus, in [Al-Ali et al., 2010] a GPRS-Sensor array system is proposed to report

real-time pollution level in a Google map. Basically, this system is empowered

with CO, NO2 and SO2 pollution sensors augmented with GPS data includ-

ing location, date and time. Authors show a proof of concept for the city of

Sharjah in the United Arab Emirates. A more advanced approach is presented

in [Jin et al., 2014], where an IoT-based infrastructure called IDRA offers several

environmental monitoring services. Among them, authors highlight the vigilance

of parameters such as hydrocarbons and oxides of nitrogen. Due to the rapid evo-

lution of Information Technology (IT), we have entered the age of Big Data in

multiple areas of research (see for example [Jung, 2017a, Jung, 2017b]). A Big

Data analytics-based approach [Rathore et al., 2016] uses ozone, CO, NO2 and

SO2 levels to, along with data from smart homes, traffic, time, surveillance, etc.,

assist in urban planning decision making. However, these works do not propose

any technique for predicting pollution for the next days or identifying related

factors.
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With an ever-increasing air pollution ratios, it is necessary to implement

efficient air quality monitoring models, obtained from the data collected by pol-

lution sensors, that help to predict the concentration of air pollutants and pro-

vide assessment of air pollution in each area. Hence, air quality evaluation and

prediction have become an important research area. In relation to works in the

literature that do take into account the prediction of air pollution, there is a

clear majority of use of artificial neural networks (ANN) compared to other mod-

els such as multiple linear regression(MLR) [Kurt et al., 2008, Azid et al., 2013,

Ahmad et al., 2017, Azid et al., 2017]. Being this the general trend, it is impor-

tant to observe that ANNs also present some weakness for this topic, as iden-

tified by [Zhang and Ding, 2017]: They have poor generalization, falling in local

minimum with relative ease; they do not have an analytical method for model

selection; and they follow a long-running process to obtain the most accurate

model. Finally, it is worth mentioning new approaches that combine machine

learning techniques with the use of social media data to understand and im-

prove predictions on air pollution [Ravi et al., 2017].

In [Kang et al., 2018] various big-data and machine learning based techniques

for air quality forecasting are investigated. The paper reviews the published re-

search results relating to air quality evaluation using methods of artificial intelli-

gence, decision trees, deep learning, etc. On the other hand, in [Reid et al., 2017]

is explored the implementation of an Internet of Things multiagent system dis-

tributed along the roadway to collect and share vehicular data among its nodes

and then process the data using a machine learning algorithm for inference

of vehicle types. In [Li et al., 2017] is proposed a deep learning model to es-

timate air pollution throughout the city, utilizing the readily available urban

data as proxy data. As with many big data driven approaches, the proxy data

may be sparse/missing. The authors propose the M-BP algorithm to recover/fill

in such missing data. The potential usage of machine learning and reduced-

order modeling techniques to mitigate some of these limitations is discussed

in [Keller et al., 2017], where the authors find that this approach shows promis-

ing initial results for important air pollutants such as Ozone, predicting concen-

trations that deviate less than 10% from the values computed by the traditional

model.

The specific problem of the prediction of Ozone and PM10 is addressed

in [Corani, 2005], using to this end several statistical approaches. In particular,

they use feed-forward neural networks (FFNNs), which have been extensively

used for the prediction of air quality, and they are compared to two different

machine learning approaches: lazy learning and pruned neural networks.

Application of a novel classifier (σ − FLNMAP ) [Athanasiadis et al., 2003]

is introduced for estimating the ozone concentration level in the atmosphere. The

σ−FLNMAP classifier gets better results (with only a few rules) compared to
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FFNNN and C4.5 algorithm.

3 Machine learning methods for air-pollution monitoring

In this work several automatic learning techniques are evaluated to predict the

level of ozone in smart cities. For this purpose, several techniques have been

selected taking as criteria the interpretability of the models they obtain. The

techniques used have been extensively tested and are capable of providing good

performance. The techniques used are: Bagging, Random Committee, Random

Forest, a decision tree and an instance-based technique. A summary of the basic

fundamentals of the techniques is explained below:

– Bagging

Bagging is a multi classifier that learns several classifiers and output is a com-

position of the result that each of them [Breiman, 1996]. The base classifier

can be based on different techniques, for example, trees, rules, instances, etc.

In this case, the classifier used in this paper is REPTree. REPTree builds a

decision/regression tree using information gain and prunes it using reduced

error pruning (with adjustment). This tree classifies the values of the nu-

merical attributes only once. This tree has a behavior similar to the decision

tree C4.5 [Quinlan, 2014].

– Random Committe

Random Committe is an ensemble of random base classifiers. Each base

classifier is constructed using a different random number of seeds (but using

the same data). The final prediction is a direct average of the predictions

generated by the individual base classifiers. The base classifier used in this

paper is the Random Tree. Random Tree [Kalmegh, 2015] is a decision tree

that considers K randomly selected attributes at each node. It does not

prune. It also has an option to estimate the target mean for regression based

on a hold-out set (backfitting).

– Random Forest

Random forest [Breiman, 2001] is an ensemble composed of decision trees

where each tree depends on the values of a random vector sampled inde-

pendently and with the same distribution for all the trees in the forest. The

error for the forest tends to stabilize from a certain elevated number of trees.

This is because the error depends on the quality of each individual tree and

the correlation between those trees.

– Decision Tree
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The decision tree used in this case is the M5P [Wang and Witten, 1997].

This tree is an improved version of [Quinlan et al., 1992]. The basic idea

for building this tree model is quite straightforward. In a first stage an in-

duction decision tree is constructed where instead of maximizing the gain

of information within each node a division criteria is used to minimize the

intra-subset variation. In the second stage, a pruning is carried out inside

the nodes, replacing the node if necessary with a regression plane.

– k Nearest Neighbors (kNN)

The technique (kNN) [Aha et al., 1991] is a type of instance-based learning,

or lazy learning, in which the function is only approached locally and all

calculations are postponed until classification. This technique is used in both

classification and regression, it has no training phase and it calculates the

nearest neighbours to a given instance using distance or similarity functions.

For regression the output consist of the average of the values of its k nearest

neighbors.

– Hierarchical cluster

Hierarchical clustering technique [Langfelder et al., 2007] defines the cluster

distance between two clusters to be the maximum distance between their

individual components. At every stage of the clustering process, the two

nearest clusters are merged into a new cluster. In this case, the technique

is based on the Discrete Wavelet Transform (DWT) [Wickerhauser, 1996],

which is a useful feature extraction technique often used to measure dissim-

ilarity between Time Series. DWT performs a scale-wise decomposing of the

time series in such a way that most of the energy of the time series can

be represented by only a few coefficients. The basic idea is to replace the

original series by their wavelet approximation coefficients in an appropriate

scale, and then to measure the dissimilarity between both.

4 Evaluation

The techniques explained in section 3 are now evaluated by means of a series of

datasets obtained from four air-quality measurement stations in four different

cities at the Region of Murcia, Spain. The prediction is performed on O3, be-

ing one of the most polluting agents in the air. The assessment is divided into

two parts. Firstly, the O3 prediction results are calculated for the different tech-

niques explained in section 3. The Weka tool has been used for this evaluation

[Hall et al., 2009]. Secondly, a hierarchical clustering is carried out to evaluate

how many models would be necessary to predict ozone in the Region of Murcia.

To obtain the endogram through the hierarchical cluster the R language is used,

266 Martinez-Espana R., Bueno-Crespo A., Timon I., Soto J., Munoz A., Cecilia J.M. ...



specifically the TSclust package [Manso et al., 2017]. For the two experimental

approaches the datasets are described next.

4.1 Dataset

The data used in this experiment are real data obtained from four atmospheric

stations 2 in the Region of Murcia. These stations are located in the cities of

Alcantarilla, Aljorra, Lorca and Caravaca. The data used covers the average

per hour of different climatic parameters and chemical elements affecting air

quality each day for the years 2013 and 2014 for each station. Not all stations

have the same measuring instruments and therefore not all stations analyze

all elements affecting air quality. Moreover, as measuring instruments do not

always work properly, when the dataset contained missing data in any of the

input variables used, the instance has been discarded, so each dataset contains

a different number of instances.

Table 1 shows the description of the datasets used to predict ozone in the

aforementioned four cities of the Region of Murcia. In this table, the “N.Inst.”

column indicates the number of instances that each dataset contains whereas

the “Inputs” column indicates the variables that are taken into account in the

datasets to predict ozone. For the “Alcantarilla” station, new air quality sensors

were added in 2014, hence for 2013 there are 10 input variables whereas for 2014

there are 13 input variables. The datasets called “Alcantarilla2” consist in the

fact that for 2014 those new variables have been eliminated and the same input

variables have been left as in 2013 in order to establish if those new variables

incorporated in 2014 are significant or not.

The inputs used to predict Ozone, shown in an abbreviated form in Table 1,

are measured in microgram per cubic meter (µ/m3) and consist of Nitrogen

Monoxide (NO), Nitrogen Dioxide (NO2), Sulfur Dioxide(SO2), Total Nitro-

gen Oxides (NOX), Particulate matter in suspension < 10µ g(PM10), Benzeno

(C6H6), Toluene (C7H8) and Xileno (XIL). The rest of the elements are Tem-

perature (TMP) measured in degrees Celsius ( oC), Relative Humidity (HR)

measured in %, wind direction (DD) in grades, Wind speed (VV) in meters per

second (m/s), Atmospheric pressure (PRB) in bar and Solar Radiation (RS) in

watts per square meter(w/m2). Finally, the variable to be predicted O3 is also

measured in µ/m3.

4.2 Parameters

The machine learning techniques have been validated using different parameters

where the best results are shown in Table 2. For this table it should be clarified

2 https://sinqlair.carm.es/calidadaire/Default.aspx
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Table 1: Description of the datasets for ozone prediction.

2013 2014

Datasets N.Inst. Inputs N.Inst. Inputs

Alcantarilla 8496

NO, NO2, SO2,

TMP, HR,

NOX, DD, VV,

PM10

8496

NO, NO2, SO2,

TMP, HR,

NOX, DD, VV,

C6H6, C7H8,

XIL, PM10

Alcantarilla2 - - 8496

NO, NO2, SO2,

TMP, HR,

NOX, DD, VV,

PM10

Aljorra 6093

NO, NO2,

SO2, TMP,

HR, NOX, DD,

PRB, RS, VV,

PM10

8348

NO, NO2,

SO2, TMP,

HR, NOX, DD,

PRB, RS, VV,

PM10

Lorca 7982

NO, NO2, SO2,

TMP, HR,

NOX, DD, RS,

VV, PM10

7865

NO, NO2, SO2,

TMP, HR,

NOX, DD, RS,

VV, PM10

Caravaca 8341

NO, NO2,

TMP, HR,

NOX, DD,

PRB, RS, VV,

PM10

8492

NO, NO2,

TMP, HR,

NOX, DD,

PRB, RS, VV,

PM10

that in the Random Committee technique the value of K for Random Tree

consists of log2A + 1, where A is the number of input values. Likewise for the

decision tree, the parameter “Min Number Samples” refers to a node being a

leaf when it contains that minimum number of examples.

4.3 Ozone prediction

In this section, the machine learning techniques proposed for predicting O3 are

assessed and analyzed. This assessment is performed by a 3-fold cross valida-

tion; i.e. the database is divided into three groups where one group is selected

for the evaluation and the other two for training. The three groups are eventu-

ally used for evaluation. Moreover, the quality and reliability of our models are

measured by the Mean Absolute Error (MAE) and Root Mean Squared Error
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Table 2: Relevant parameters for the selected machine learning techniques.

Techniques Parameters

Bagging

Base Classifier: REPTree

Iterations: 20

% Bag Size: 100%

Random Committe

Base Classifier: Random Tree

K Value for Random Tree: log2A+ 1

Iterations: 20

Random Forest

Base Classifier: C4.5

Number Trees: 150

Minimum Features: 1

Decision Tree Min Number Samples: 4

KNN K value: 2

Hierarchical cluster Distance:
DWT

Euclidean

(RMSE). Finally, the robustness and suitability are evaluated through the de-

termination coefficient R2. The measurements MAE, RMSE and R2 are defined

in the equations 1, 2 and 3, respectively.

MAE =

∑n

i=1
|vp − vr|

n
(1)

where n is the number of instances, vp is the value predicted by the model and

vr is the actual ozone value.
√

√

√

√

1

n

n
∑

i=1

(vp − vr)2 (2)

R2 =
σ2

vp,vr

σ2
vp
σ2
vr

(3)

where σvp,vr is the covariance of vp, vr and σvp and σvr is the standard devia-

tion of the variable vp and vr respectively.

Table 3 shows the error metrics of the proposed machine learning techniques

in terms of RMSE and MAE in the cities involved in the study. It is noteworthy

to highlight that the RMSE and MAE of the Alcantarilla2 dataset (“Alcant.2”)

is relatively similar to the Alcantarilla (“Alcant.”) dataset for the year 2014. This

means the new sensors (i.e. variables) introduced at Alcantarilla station during

2014 do not have a great influence on achieving a better ozone prediction.

Furthermore, the random forest algorithm obtains, in general, a lower RMSE

and MAE than the other machine learning strategies. The Random Committee

269Martinez-Espana R., Bueno-Crespo A., Timon I., Soto J., Munoz A., Cecilia J.M. ...



270 Martinez-Espana R., Bueno-Crespo A., Timon I., Soto J., Munoz A., Cecilia J.M. ...



Table 4 shows the determination coefficient R2 to assess the quality of the

results for our models. Above 0.75R2 could be considered as satisfactory (let us

remind the reader that R2 = 1 means a perfect fit). Therefore, Table 4 shows

that most of the models generally obtain a good fit and therefore they obtain

satisfactory and reliable results. However, it should be underlined that for 2013

and for the city of Caravaca the adjustment of the different models is worse.

Table 4: Adjustment of the models obtained by machine learning techniques for

the years 2013 and 2014.

Techniques Bagging
Random Random M5P

KNN
Committee Forest Tree

Datasets Years R2 R2 R2 R2 R2

Alcantarilla
2013 0.895 0.898 0.910 0.891 0.870

2014 0.908 0.911 0.920 0.900 0.870

Alcantarilla2 2014 0.913 0.919 0.927 0.899 0.871

Aljorra
2013 0.792 0.807 0.826 0.897 0.766

2014 0.801 0.808 0.826 0.780 0.779

Lorca
2013 0.832 0.839 0.856 0.815 0.780

2014 0.849 0.858 0.870 0.835 0.817

Caravaca
2013 0.679 0.695 0.722 0.626 0.616

2014 0.742 0.761 0.780 0.752 0.645

Figure 2 shows that the prediction for the Caravaca city is always lower

on average than the other cities. Moreover, although the best model studied is

random forest, for the year 2013 and for the city of Aljorra, the technique with

the best suitability is the M5P decision tree. Regarding the prediction error, the

technique with the worst suitability is KNN.

Although Figures 1 and 2 state the random forest technique obtains the best

models to predict O3, a non-parametric statistical test has been performed to val-

idate this statement; the Wilcoxon Signed Ratings Test is used [Kruskal, 1957].

This test compares two paired groups and thus it can be used to test when the

null hypothesis indicates that two populations have the same continuous distri-

bution. The Wilcoxon test confirms that the Random Forest technique provides

better results and a better fit than the other machine learning techniques with

99% confidence level. The second and third techniques with a better fit for the

O3 prediction are Random Committee and Bagging respectively.

Finally, it is noteworthy to highlight that the techniques used in this analysis

enables the result interpretation in a simple manner. Therefore, we are going to

use decision tree techniques to analyze which variables are the most important

271Martinez-Espana R., Bueno-Crespo A., Timon I., Soto J., Munoz A., Cecilia J.M. ...



272 Martinez-Espana R., Bueno-Crespo A., Timon I., Soto J., Munoz A., Cecilia J.M. ...



273Martinez-Espana R., Bueno-Crespo A., Timon I., Soto J., Munoz A., Cecilia J.M. ...



for local authorities, drivers, industries, etc. In this paper, we analyze different

machine learning techniques to predict the O3 levels, one of the more harmful air-

pollution parameter. The machine learning techniques studied in this work have

been Random Forest, Decision Tree, Random Committee, Bagging and KNN.

The technique that obtains the best fit in general is Random Forest, being this

assertion validated by statistical tests. The results indicate an R2 setting between

80% and 90% overall and an O3 prediction error less than 11 µ/m3. It is also

important to note that among the parameters that most influence the ozone

prediction we have found climatic variables related to temperature, humidity

and wind. In addition, hierarchical clustering indicates that the air-pollution

monitoring areas in the Region of Murcia can be divided into two zones only

so as to create two general O3 prediction models for the entire Region. These

two areas would be the cities of Lorca, Alcantarilla and Aljorra on one side and

Caravaca on the other.

As future work, new parameters such as PM10 and SO2, that seriously affect

air quality as well, must be analyzed and studied to create models that help to

predict them. Another extension will be the automatic generation of recommen-

dations to local authorities, drivers and other related actors in the influence of

air-quality factors according to the alerts raised by our system.
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