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Abstract: Multi objective clustering is one focused area of multi objective optimization. Multi 
objective optimization attracted many researchers in several areas over a decade. Utilizing multi 
objective clustering mainly considers multiple objectives simultaneously and results with 
several natural clustering solutions. Obtained result set suggests different point of views for 
solving the clustering problem. This paper assumes all potential solutions belong to different 
experts and in overall; ensemble of solutions finally has been utilized for finding the final 
natural clustering. We have tested on categorical datasets and compared them against single 
objective clustering result in terms of purity and distance measure of k-modes clustering. Our 
clustering results have been assessed to find the most natural clustering. Our results get hold of 
existing classes decided by human experts. 
 
Keywords: Multi-Objective Clustering, NSGA-II, h-confidence  
Categories: I.5.1, I.5.3, I.5.4, I.5.5, J.4 

1 Introduction  

Clustering is partitioning data into well separated and compact groups. It is an 
unsupervised classification; the number of classes is not given a priori. It has been 
extensively studied in literature. e.g., k-means [Huang, 97; Huang, 98] is widely 
known clustering method for numerical data.  K-modes clustering method is the 
variation of k-means for categorical data. It replaces the notion of means with modes 
according to frequency measurement of attributes [Huang, 97; Huang, 98].  ROCK 
clustering [Guha et al., 00] is a hierarchical approach for clustering categorical data. 
Initially, each cluster is assigned a separate cluster and clusters are merged with 
closeness metric. Algorithm applies a threshold and closeness metric calculates the 
sum of the number of links between pairs and those links depend on the number of 
neighbors in common for instances. Squeezer is another method that initially 
constructs stand-alone clusters with one instance and next coming instances are 
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determined according to threshold criteria specified by the user [He et al., 02]. 
LIMBO uses information bottleneck mechanism and stores all the clusters in tree 
structure and remaining data is gathered under the closest cluster[Periklis et al., 04]. 
CACTUS [Ganti et al., 99] clustering uses fast summarization techniques and 
performs clustering with two time scan of the dataset.  COOLCAT[Barbara et al., 02] 
algorithm relies on entropy estimation and finds initial cluster centers that are most 
dissimilar and rest are assigned with the most similar one. STIRR[Gibson et al., 98] 
algorithm works in iterative fashion in dynamic environment. CLOPE [Yang et al., 
02] algorithm uses histogram based width and height information for slope estimation. 
Another variation is using expected weighted coverage density estimation of 
histogram [Hua et al., 08]. 

All these clustering algorithms use one single objective and it tries to find the 
most natural clustering. Idea of employing multi-objective for clustering emerged 
recently. Several algorithms computing with single objective for clustering may need 
more than one objective needs for both modeling real world cases because, in real life, 
it is more likely to have more than one objective and conflicting objectives are of 
more sense to human decision making; and uncertainty in optimality plays an 
important role. More than one objective deduces alternative and potential solutions 
and leave the decision to human decision makers, multi-objective approach [Coello, 
98] is much better because of optimizing all the objectives simultaneously in a 
partially ordered search space. During the optimization, conflicts are likely to occur as 
well as consensus.  

Multi-objective evolutionary approaches have been adopted and studied. The 
simplest approach is to assign weight values for each objective and weighted sum of 
the objectives will give the final score. This approach can make sense however, 
assigned weight values are subjective and this makes the results biased with the 
weight values. Some others are non aggregating approaches not pareto-based (VEGA) 
[Schaffer, 98] and pareto based approaches such as MOGA [Zitzler et al., 00], NSGA 
[Srinivas and Deb, 95], NPGA[Horn et al., 94], and SPGA[Zitzler and Thiele, 99; 
Zitzler, 99]. 

Genetic algorithms use an evolutionary approach [Goldberg, 89]. A genetic 
algorithm uses a population as a set of potential solutions and each solution has a 
fitness value and the population evolves at every generation Genetic algorithms have 
been successfully used for the search and optimization problems. 

Recently, Multi-objective genetic algorithms have been applied for clustering 
numerical data. Variations of it have been used for clustering data[Ozyer and Alhajj, 
09; Ozyer and Alhajj, 08; Ozyer and Alhajj, 06a; Ozyer and Alhajj, 06b; Ozyer et al., 
06]. NSGA [Srinivas and Deb, 95] has been used for finding dominating set as set of 
alternative solutions. In these algorithms, given number of clusters value k, multi-
objective clustering solutions have been given and this value has been used for 
clustering the same data with k+1 clusters value. Algorithm worked in this manner 
and finally, a complete set of clustering results have been used for cluster validation. 
Results are interpreted with majority voting criteria according to relative metrics. 
Statistical analysis with sampling and divide and conquer approaches have been 
performed on results. This work mainly concerns on numerical data. Our 
contributions in this paper are: 

508 Sert O.C., Dursun K., Ozyer T., Jida J., Alhajj R.: The Unification ...



 Our algorithm has been extended to work on categorical and mixed datasets. 
Categorical dataset related objectives and k-means objective have been used 
and clustering results have been compared. 

 Different from iterative approach clustering with bit representation has been 
used. Clustering results have been obtained independent from number of 
clusters value.  

 We assume a pool of co-occurrence results between pair of instances are 
drawn as the result of clustering. These results are produced as the natural 
solution of running different objectives at the same time and alternative 
clustering solutions are found by NSGA[Srinivas and Deb, 95] algorithm. A 
matrix of co-occurrence has been used further for both validation and 
merging clusters. We have used h-confidence information for clique finding 
that has been studied in[Xiong et al, 06]. 

 Clustering results have been validated by the metric proposed in[Chen and 
Liu, 03] 

The outline of the paper is as follows: Section 1 is the introduction; section 2 
includes the multi-objective clustering with genetic algorithm and validation part; 
section 3 has the experimental results with discussion. Section 4 includes the 
conclusion and future work part.   

2 Multi-Objective Clustering With Genetic Algorithm  

2.1 Overview  

Categorical data clustering with multi-objective genetic algorithm works in the same 
way traditional genetic algorithm works. The algorithm has been given in Figure 1. 
According to our algorithm, number of chromosomes value is set to P, We first start 
with a predefined number of chromosomes. Number of chromosomes value is set to P 
with chromosome and mutation values. Our algorithm works as the following, 
Chromosomes have shuffle crossover and mutation operators followed by the k-mode 
operator. K-mode operator has been identified for quick convergence at each 
generation. K-mode operator simply reassigns the instances to the closest clusters in 
term of their frequencies. It has almost the same idea as the k-means but works for 
categorical data. For the mixed dataset both operators can be applied.  

Thus, we have 2xP chromosomes and best P chromosomes are picked according 
to NSGA (Non-Dominated Sorting) algorithm. It basically works with domination 
rules. In general a multi-objective optimization problem can be described as[Zitzler, 
99]: 

According to formulation, optimization of a y vector is a vector of functions in 
order to show multi objective optimization. e(x) vector represents the constraints in 
order to determine the feasible solutions where x and y vectors represent the domain 
and range of the problem. NSGA algorithm has been used for pareto ranking of the 
alternative solutions. Let’s assume for any two solutions, y1 and y2, y1 dominates y2 if 
all the objective scores of y1 are better than y2, otherwise y1 is dominated by y2 or 
incomparable with y2. y1 and y2 are incomparable when neither y1 nor y2 has the 
situation that all objective scores are superior to one another. In this case, they take up 
the same pareto layer.  
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Our purpose is to get the weights of objectives as by product of our 
algorithm without any prior assumption. NSGA ranking gives results in 
layers. At each layer, incomparable results are located. Results at the next 
layer are inferior to results at the previous layers.  
 

 

Figure 1: Flowchart of the Multi-objective Genetic algorithm for Clustering 
Categorical Data 

Here, there are many approaches for determining the condition for 
termination. One choice would be to run for a determined number of 
generations. This would stop before convergence. Another choice would be to 
terminate when there is no further improvement for the optimization of 
objectives. Although either of them can be used, we have decided to use the 
second one to terminate the algorithm automatically when it converges. 
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After outputting the results of multi-objective genetic algorithm, we then 
acquire a matrix M of size NxN where N is the number of instances: 

 























5554535251

4544434241

3534333231

2524232221

1514131211

xxxxx

xxxxx

xxxxx

xxxxx

xxxxx

 

 

Each xi value gives the number of co-occurrences for instances i and j. 
Results of the multi-objective genetic algorithm are the overall summary of 
how many times pairs of instances are in the same cluster. We obtain the 
ensemble of clustering solutions that utilize alternative solutions without 
sacrificing any objective. We can figure this out as there are several experts 
and they performed clustering in their point of view and their solutions are 
gathered in matrix M containing co-occurrences. In other words, it is a 
complete graph having association strength between instances. 

At this point, a final clustering based on experts’ suggestions should to be 
done. This clustering will benefit from the scope of all solutions. 

2.2 Description of the algorithm  

2.2.1 Chromosome Encoding  

We have arranged chromosomes in bit representation. Each bit has been 
arranged randomly. For the dataset D with n transactions, each chromosome 
includes n times k bits (Figure 2).  Each reserved k bits give us the cluster 
number of the corresponding instance.  

1 0 0 1 1 1 … … … 1 0 1 

Figure 2: Chromosome Representation 

In our system, number of clusters value‘s arranged automatically. We 
assume that at most, √n clusters may be formed and number of bits value is 
determined to cap this value. In our evolutionary approach, the number of 
clusters value will be subject to change during iterations. There is no fixed 
value assignment for the number of clusters value, Given D = x1, x2, ..., xn,,  

The value, √n is calculated, and log  n  bits is reserved. That is the value k. 
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2.2.2 Shuffle Crossover  

Shuffle crossover for the bit representation works as follows: a new child 
chromosome is produced from two different chromosomes; a random 
crossover point is specified initially. Then, at each generation, chromosomes 
are combined around this point. 

Shuffle Crossover includes a mixing phase before parent chromosomes 
are coupled which set apart this procedure from the classic crossover phase.  

Each chromosome includes some number of bits as to specify cluster 
numbers of the transactions in the dataset, as stated before. During the mixing 
phase, for each chromosome, two bits are selected randomly, and they are 
switched. This mixing process is repeated with the number of total 
transactions in the dataset. Every switching process is kept in an array for to 
be used later.  

After the mixing phase is completed, chromosomes are coupled and after 
each coupling two new chromosomes are generated. 

When all new chromosomes are generated, a process called unshuffle is 
applied on all the resulting chromosomes. This is the reverse of shuffling 
(mixing) phase. The array that includes all the switching processes is used 
here. Then, bits that are specified for each chromosome to be switched are 
switched again lastly.  With the following illustration, this task will be clearer.  
 

 

Figure 3: Shuffle Crossover 

In classical crossover process, after some number of iterations there 
begins to be produced same generations with high probability. However, with 
the mixing phase of the Shuffle Crossover, the probability that new 
generations will be produced is increased remarkably.  

The reason that number of clusters is specified with this way and cluster 
values are represented in binary base is to make the crossover part of the 
genetic algorithm to run more efficiently. 

2.2.3 Objectives 

For the cluster phase of transaction five different objectives is used. These 
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objectives are; K-Mode internal distance, K-Mode external distance, and 
EWCD. Assume a transactional data set D of size n has been defined as 
follows; 

Given D = {x1, x2 ...xn} where xi is the i’th transaction in dataset D. For 
each xi there are m attributes and attribute set A= {A1, A2... Am} Aj is the jth 
attribute of the dataset and Aj can take different values. Each attribute has a 
value set Vi and V=V1UV2U..Vm and Vi={ Vi1, Vi2, ..., Vis }. Here, Vjk is the 
kth value of jth attribute. The ratio f(Vij )/|D| is the value that how many times 
Vij occurs in dataset D. f(Vij/|Ci|) the value that how many times Vij occurs in 
cluster Ci and f(|Ci|) gives  the total transaction number in cluster Ci . 

a) K-Mode Internal Distance [Huang, 97; Huang, 97]: For each xi and yj 
pairs in D, the mode value of the attribute j is calculated.  

If one of the Aj values of xi is the same with the Aj of the mode of the xi’s 
cluster, then the distance value is not changed. However, if they are different 
the distance value is incremented by one. 
 

 

 
 

For each attribute j of D, distance value dj is obtained and the attributes 
sum is output as the total distance value for the dataset. The aim here is to 
minimize this total distance value. Since, when this value is minimized, 
transactions in D will get close to their cluster’s center and will separate from 
other clusters.  

b) K-Mode External Distance: This objective works in the same way k- 
mode internal works. Instead of calculating the distance for each xi to the 
objects in cluster, distances are calculated between cluster pairs. Distance 
between modes of one cluster to another is calculated and the total distance is 
specified.  

If the values of the two different modes are the same, the distance value is 
not changed; if they are different, it is incremented by one. 

The aim here is to maximize the total distance value. Since, when this 
value is maximized, clusters are separated from each other properly and 
clustering will become more reliable.  

c) EWCD [Hua et al., 08]: This objective uses an algorithm, which is 
designed for to satisfy partition-based clustering on transactional data. Related 
algorithm tries to fit as many frequent items as possible into clusters. It is 
usual that items in transactions can overlap between different clusters, so this 
algorithm takes into account all of these situations with the help of the related 
objective score. Topic will be clearer with the help of the following 
illustration.  
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A transactional dataset can be represented as being different shopping 
baskets in a supermarket. Suppose that following transaction sets (t1, t2, t3 – t4, 
t5, t6) are different shopping list of different customers for two supermarkets.  

t1 = {coke, milk}   t2 = {coke}    t3 = {milk, water} 
t4 = {coke, milk}   t5 = {milk}    t6 = {milk, water} 

 

Figure 4: Two different clusters with EWCD. 

From the illustrations, there are six different shopping lists and they 
include different items in different order. With the following WCD formula, 
it can be seen which clustering is better. 

kk

M

j
kj

k NS

Ioccur

CWCD

k




1

2)(

)(  

Where Ck is cluster k, Ikj is j’th attribute in cluster k, Sk  is the sum of 
occurrences of all attributes in cluster k, Nk is the number of transactions in 
cluster k. 

Figure 4 stores the overall shopping lists in two clusters. According to 
Figure 4, in the first cluster (left one), coke and milk occur 2 times and water 
occurs 1 time. So Sk is 5 for this cluster. The summation part in the formula is 
9. Also there are 3 lists. With this inferences score is 9 / 15. 

In the second cluster (right one), coke and water occur 1 time and milk 
occurs 3 times in all of the shopping lists. So Sk is also 5 for this cluster. The 
summation part in the formula is 11 this time. Also again there are 3 lists. 
With this inferences score is 11 / 15. 

This is an expected result, since for the first clustering there isn’t any item 
that all the customers get in the same time, but for the second, milk is a 
common item for all of them. So, instead of clustering three distinct 
transactions without any common property, clustering with at least one is 
more appropriate.    

This is a WCD – based clustering criterion. To evaluate and quantify a 
clustering result like CK = C1, C2, ……, CK,  EWCD objective function is used. 
Within the system this objective result is tried to be maximized by the genetic 
algorithm.  
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EWCD Initialization: 

Input:  
C: Cluster set (C1,C2,…,Cn)   for n clusters (this set contains just numbers 

from  1 to n as to represent cluster numbers , e.g. cluster 1 is represented with 
value 1 in this set) 

S:  Chromosome sequence which contains cluster numbers of each 
transaction in dataset (initially all are assigned to null cluster 0) (e.g. for a 2 
cluster and a 3 transaction chromosome this may be a sequence like {1,1,2}) 
 
for each transaction ti in S do 
   take one cluster number cj from C and assign that     
   cluster to tj that maximizes EWCD of S 
end for 

 
For genetic algorithm to run initially, we need to generate some 

chromosomes sequences in some way. In classical method, these sequences 
are generated randomly. However, if this method is used, objective functions’ 
score over these kinds of chromosomes are far from to be high enough to 
provide expected results. For this reason, a method called EWCD 
initialization is used to provide higher results initially.  

With this method, for all transactions in a chromosome, they are assigned 
to null cluster at first. Then, for the sequence, an iteration is applied over the 
chromosome. For each transaction ti, a cluster number Cj is assigned to ti. 

Then EWCD value is calculated for each assignment. For all Cj, which makes 
the EWCD maximum is assigned to transaction ti as the cluster number.   

To find the appropriate cluster number, we don’t need to make EWCD 
calculation from the rough each time. Since, there is a EWCD score initially 
with the null cluster assignment. With this information, we only try one 
cluster and can see how much it increases or decreases EWCD estimation. 
Then which cluster makes the highest positive difference, it will be the cluster 
that is assigned to the concerned transaction. This method is called 
WCD.deltaAdd() and is illustrated below.  

For a clustering result CK = C1,C2, . . . ,CK where K < N, Expected 
Weighted Coverage Density (EWCD) is calculated with the following 
formula. 

 
 

Where Mk is number of distinct attributes in cluster k; Ikj is j’th attribute in 
cluster k; Sk is the sum of occurrences of all attributes in cluster k. 
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2.3 Unification of Clusters with h-confidence   

Multi-objective clustering results give us population number of solutions. 
Assume that a dataset which includes n transactions is defined as; D = x1, x2, 
..., xn ; and  is defined to be the amount that how many 
times transactions x1 to xn  are clustered together. 

Then h-confidence value can be calculated with the following 
formula[Xiong et al., 06]; 
 

 
 

We have used h-confidence information to combine the cliques in bottom 
up fashion until entire dataset belongs to one cluster. 

For the large-scale data it may take too much time since the level of 
cluster tree will increase and genetic algorithm can be used again as the basis 
until a pre-specified threshold and then obtained cliques can be used for 
merging.  
The main logic with this part is setting up a tree from up to bottom, and 
interpret results while each level of this tree representing specific cluster 
numbers.   

3 Cluster Validation  

After finding results for different number of clusters, we try to predict the real 
number of clusters among based on our results. For this prediction we used 
IEE Delta Square metric [Chen and Liu, 03].  

This metric is based on the difference of the expected entropy among 
different results. We expected the peek points of IEE Delta Square to give the 
best candidates for true number of clusters of the used datasets. 

Let A be a set of attributes which includes different attributes and these 
attributes have different values. We can calculate the entropy as; 

 

 
We can calculate expected entropy for datasets which contains N elements 

and partitioning clusters; 
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Then we can calculate the increasing rate of expected-entropy (IEE), the 
differential order of IEE curve (∆IEE) and the 2nd differential order of IEE curve 
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4 Experiments and Discussion 

4.1 Description of Datasets   

We used 7 different datasets. These datasets are obtained from UCI data 
repository. Details of the datasets are shown at Table 1. 
 

Name of the Dataset Number of Clusters Number of Elements 
Zoo 7 101 

Soybean (Small) 4 47 
Hayes – Roth 3 160 

Heart (Categorical) 5 303 
Congressional Voting 2 435 

Tic – Tac – Toe Endgame 2 958 
Balance Scale 3 625 

Table 1: Details of the Datasets 

4.2 Comparison of our results to k-modes with respect to k-modes 
distance formulation  

We ran both k – modes algorithm and our multi objective algorithm for these 
7 datasets and calculate the purity(pur.) value of the results for different 
number of clusters with k-modes and multi-objective clustering by using 
objective pairs a,b; a,c ; and b,c (Section 2.2.3). The results are shown in the 
tables below: 
 

#of 
clust. 

K–Modes Obj. a  and b Obj. a  and c Obj. b and c 
pur. obj. a. pur. obj. a. pur. obj. a. pur. obj. a. 

7 0,71 316 0,78 215 0,68 256 0,90 154 
8 0,72 302 0,82 203 0,76 188 0,92 140 
9 0,76 300 0,84 178 0,80 186 0,93 132 
10 0,79 258 0,88 149 0,85 147 0,96 126 
11 0,80 268 0,88 136 0,88 130 0,97 123 
12 0,83 246 0,92 120 0,92 112 0,97 121 
13 0,84 232 0,94 111 0,95 97 0,98 118 
14 0,85 204 0,95 103 0,96 89 0,98 116 
15 0,86 207 0,96 95 0,97 83 0,98 105 
16 0,87 209 0,97 91 0,97 83 0,98 102 

Table 2: Purity Measure and Total Distance for Zoo Dataset 
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#of 

clust. 
K–Modes Obj. a  and b Obj. a  and c Obj. b and c 

pur. obj. a. pur. obj. a. pur. obj. a. pur. obj. a. 
4 0,75 284 1 199 1 199 0,98 205 
5 0,83 249 1 176 1 176 0,98 191 
6 0,81 273 1 165 1 164 0,98 176 
7 0,85 269 1 160 1 149 1,00 161 
8 0,94 230 1 148 1 133 1,00 153 

Table 3: Purity Measure and Total Distance for Soybean (Small) Dataset 

#of 
clust. 

K–Modes Obj. a  and b Obj. a  and c Obj. b and c 
pur. obj. a. pur. obj. a. pur. obj. a. pur. obj. a. 

3 0,43 210 0,46 248 0,41 246 0,46 261 
4 0,43 190 0,46 236 0,45 233 0,46 218 
5 0,42 191 0,46 206 0,45 219 0,46 200 
6 0,46 171 0,49 204 0,49 210 0,48 185 
7 0,47 166 0,49 178 0,49 186 0,49 162 
8 0,48 171 0,53 165 0,49 163 0,55 150 
9 0,49 142 0,58 151 0,53 147 0,55 133 
10 0,48 136 0,59 143 0,55 138 0,55 131 

Table 4: Purity Measure and Total Distance for Hayes – Roth Dataset 

#of 
clust. 

K–Modes Obj. a  and b Obj. a  and c Obj. b and c 
pur. obj. a. pur. obj. a. pur. obj. a. pur. obj. a. 

5 0,54 581 0,58 566 0,57 606 0,59 564 
6 0,54 591 0,59 559 0,57 601 0,59 542 
7 0,56 567 0,59 529 0,57 572 0,59 539 
8 0,54 542 0,59 508 0,60 532 0,59 538 

Table 5: Purity Measure and Total Distance for Heart (Categorical) Dataset 

#of 
clust. 

K–Modes Obj. a  and b Obj. a  and c Obj. b and c 
pur. obj. 

a. 
pur. obj. a. pur. obj. a. pur. obj. a. 

2 0,61 2581 0,67 2425 0,61 2684 0,70 1787 
3 0,69 2476 0,85 1698 0,68 2510 0,82 1568 
4 0,78 2232 0,85 1588 0,68 2402 0,82 1501 
5 0,78 2278 0,85 1538 0,69 2386 0,84 1373 
6 0,81 2119 0,85 1483 0,70 2308 0,84 1311 
7 0,82 2027 0,85 1459 0,71 2275 0,84 1303 
8 0,81 2082 0,85 1411 0,77 2227 0,84 1261 

Table 6: Purity Measure and Total Distance for 1984 United States Congressional 
Voting Dataset 
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#of 

clust. 
K–Modes Obj. a  and b Obj. a  and c Obj. b and c 

pur. obj. a. pur. obj. a. pur. obj. a. pur. obj. 
a. 

2 0,65 4980 0,65 4847 0,68 4553 0,65 4689 

3 0,65 4650 0,65 4712 0,68 4550 0,65 4675 

4 0,65 4406 0,66 4581 0,68 4478 0,66 4532 

5 0,65 4249 0,66 4413 0,68 4473 0,66 4409 

6 0,65 4094 0,66 4177 0,69 4165 0,66 4387 

7 0,65 3949 0,69 4082 0,69 4050 0,68 4107 

8 0,66 3905 0,69 3970 0,69 3992 0,68 3985 

Table 7: Purity Measure and Total Distance for Tic – Tac – Toe Endgame Dataset 

#of 
clust. 

K–Modes Obj. a  and b Obj. a  and c Obj. b and c 

pur. obj. a. pur. obj. a. pur. obj. a. pur. obj. 
a. 

3 0,48 1542 0,55 1745 0,57 1790 0,51 1755 
4 0,51 1388 0,55 1664 0,59 1728 0,51 1669 
5 0,52 1330 0,56 1622 0,59 1673 0,54 1635 
6 0,54 1302 0,56 1608 0,62 1589 0,54 1570 
7 0,53 1243 0,56 1575 0,63 1553 0,55 1485 
8 0,55 1238 0,56 1495 0,63 1466 0,55 1421 

Table 8: Purity Measure and Total Distance for Balance Scale Dataset 

As can be seen from Tables 2 to 8, for all the fitness function pairs’ results 
(Internal Distance – External Distance, Internal Distance – EWCD, External 
Distance - EWCD) of the multi objective algorithm that has been 
implemented outweigh the results of the k-modes algorithm. Also in every 
step, k-modes distance is decreasing due to the fact of a better clustering. 
However, sometimes purity results can be bigger than k-modes distance. This 
is because of the fact that, the implemented algorithm tries to improve more 
than one objective’s results at the same time instead of just one objective. 

4.2.1 Validation of clustering results by using   

We examined this metric for Zoo, Hayes – Roth and Soybean (Small) 
datasets. Results are showed at from Figure 5 to Figure 7. In these figures y-
axis indicates the value of   metric; 
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Figure 5: Number of Clusters Prediction of Zoo Dataset 

 

Figure 6: Number of Clusters Prediction of Soybean (Small) Dataset 

 

Figure 7: Number of Clusters Prediction of Hayes – Roth Dataset 

520 Sert O.C., Dursun K., Ozyer T., Jida J., Alhajj R.: The Unification ...



In the figures from 5 to 7, the peek points of each line indicate us the 
proper number of best clustering numbers for the data sets. For the Zoo data 
set, for 7 clusters,  reaches its maximum value, and 5 and 9 clusters 
present its second and third maximum values. From these results, we can 
conclude that to cluster the Zoo data set, 7,5 and 9 clusters will be a logical 
choice. As a support for our conclusion, from the original data set it can be 
seen that 7 clusters is the correct clustering number. In the same manner, 

 reaches its maximum with the 4 cluster numbers for the Soybean 
(small) dataset, which is also the same number for its original cluster number. 
Lastly, ideal clustering numbers for Hayes-Roth dataset is found to be 5 and 
then 3. The original dataset is clustered into 3 clusters. All these results 
indicate the accurateness of our approach.   

We have also examined results for the data sets hearth-categorical, 
congressional voting, balance scale and tic-tac-toe. However, because of the 
small numbers of their original clustering, there are some discrepancies with 
the   metric, these are presented in the figures from 8 to 11 and 
described below.  

 

 

Figure 8: Number of Clusters Prediction of Heart (Categorical) Dataset 
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Figure 9: Number of Clusters Prediction of Congressional Voting Dataset 

 

Figure 10: Number of Clusters Prediction of Tic-Tac-Toe Dataset 

While calculating the  value, due to the results of the clustering 
processes, previous, current and next cluster values are being used. Because 
of this,  values of the first two and last two clusters are taking different 
values from expected. Because of this characteristic of the   metric, 

 value for the data sets that have originally clustered into two clusters, 
is not giving accurate estimates. Figure 8 – 11 gives examples of datasets.  
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Figure 11: Number of Clusters Prediction of Balance Scale Dataset 

4.2.2 Quick Convergence and Purity 

Also we have taken experiments on computer with i5 processor, 4MB RAM 
configuration and application has been implemented with python 
programming language. We have used four different data sets from UCI 
machine learning repository1. They are zoo, hayes, soybean and credit card 
datasets. Number of chromosomes value is assigned to 100 and pc=0.9 and 
pm=0.05. We have applied k-modes operator for quick convergence at each 
iteration and termination criteria has been set to 100 iterations. Another option 
would be to stop when the best results repeat at the next generation. At the 
experiments, we have tried different objective pairs for these datasets such as 
(K-modes internal, EWCD); (K-modes internal and K-modes external; (K-
modes external and EWCD) pairs and analyze purity scores;  illustrate how 
the result of the objective scores quickly converge for only zoo dataset 
because all experiments converged before 18 iterations at maximum(Figure 
12). It can be observed that results converge quickly with k-mode operator. 

Figures 13, 14 and 15 give the corresponding purity scores of the zoo 
dataset and purity of the data. We have taken the same experiments for k-
modes algorithm and we found the purity score 0.612 for 7 clusters. All the 
results got better score than k-modes and k-modes internal with k-modes 
exetrnal pair was slightly better. 

 
 

                                                           
1 http://archive.ics.uci.edu/ml/ 
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Figure 12: Convergence of K-modes internal and EWCD for zoo 

 

Figure 13: Purity results of K-modes internal and EWCD for zoo 
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Figure 14: Purity results of K-modes internal and K-modes external for zoo 

 

Figure 15: Purity results of K-modes external and EWCD for zoo 
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Figure 16: Purity results of K-modes internal and EWCD for soybean 

 

Figure 17: Purity results of K-modes internal and K-modes external for soybean 
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Figure 18: Purity results of K-modes external and EWCD for soybean 

Soybean dataset has 307 instances with 35 categorical attributes. Soybean 
datase has 19 classes and we managed to find the purity value as one in Figure 
18 and very close to 1 for Figures 16 and 17 in 8 clusters. We have obtained 
0.88 for the same number of clusters value 
 

 

Figure 19: Purity results of K-modes internal and EWCD for hayes 

527Sert O.C., Dursun K., Ozyer T., Jida J., Alhajj R.: The Unification ...



 

 

Figure 20: Purity results of K-modes internal and K-modes external for hayes 

 

Figure 21: Purity results of K-modes external and EWCD for hayes 

Hayes dataset contains 160 instances with five attributes and dataset 
originally contains three classes. It has been tested and purity results for three 
classes are .43, .40 and .47 in Figures 19, 20 and 21 respectively whereas 
purity result for k-modes for three clusters has been found as .38. 

All these purity results are examined for the chosen three data sets (zoo, 
soybean, hayes) and convergence test has been taken only for zoo dataset to 
demonstrate the efficiency and effectiveness of our algorithm.  
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5 Conclusions And Future Work 

Multi-objective genetic algorithm has been implemented before for the large 
variety of datasets having numeric values. We have extended further on 
categorical datasets but non-iteratively. We believe that clustering can have 
multiple objectives according to the clustering objective perspective and 
different results may be obtained depending on what perspective you apply it. 
Final clustering solutions exhibit suggestions for how the data can be 
clustered. Next, all suggestions are taken as multi-expert view of solutions and 
we have utilized clustering results to come up with a final clustering result. 
Combining all results leads to establish a network of instances with bonds and 
we have used hierarchical clustering in bottom up direction. It helped us find 
the purity results.  We have applied the clustering validation in order to find 
the most natural clustering result for the categorical datasets. 
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