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Abstract: This paper provides an analysis of the trends of the scientific production of language 
evolution models discussing the current developments and outlines the most promising future 
perspectives of this research field. A hybrid evaluation methodology has been applied in this 
study that integrates bibliometric and social research techniques to gain both quantitative and 
qualitative evidence of the research impact of language evolution models. Due to the ongoing 
interest in this research topic, the results of the analysis are valuable to many researchers to 
reveal the developments in the field and to plan future research directions. 
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1 Introduction  

Human language continuously evolves as the study of human civilization reveals 
[Soules, 2002]. Analyzing, for instance, the differences between the seventeenth-
century English and that of the twenty-first, it is evident how language can vary, 
ranging from phonological through orthographic, lexical, and syntactic change up to 
pragmatic changes [Juola, 2003]. 

The study of language evolution is a topic of increasing interest for the scientific 
community. It implies interdisciplinary competencies dealing with the investigation of 
“how language evolves over time across multiple generations” [Singh, 2005]. These 
competencies are necessary to cope with the complexity of the phenomenon of 
language evolution. Language, indeed, can be considered as a complex and non-linear 
dynamic system [Steels, 1997]. Providing a formal representation of the dynamics of 
processes occurring during language evolution is not a trivial task due to its 
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complexity and non-linearity. To this end, computational modeling has become 
fundamental for investigating and simulating the behavior and long-term dynamics of 
language [de Boer, 2006] [Christiansen and Kirby, 2003]. The main reason is that 
computational modeling allows theoretical models to be simulated and the results to 
be compared with empirical observations by allowing to validate the theory [Vogt, 
2009]. We can use as a metaphor what happens in meteorology with computational 
climate change models. The earth's atmosphere and the oceanic masses are part of a 
complex dynamic system, which can be better understood with the help of 
computational modeling. Analogously, several linguistic phenomena, such as the 
lexicon emergence, the syntax acquisition, the symbol grounding (i.e. how words get 
their meanings), the emergence of compositionality (i.e. the property of systematically 
deriving the meaning of composite expressions from the meanings of their parts and 
the way in which these parts are combined), etc., are hard to be explained without the 
use of computational language evolution models.  

This has led many researchers to apply computational modeling, giving rise to 
several relevant language evolution models. These models have been surveyed by 
several authors [Grifoni et al., 2016] [Jaeger et al., 2009] [Vogt, 2009]. In order to 
advance the field of language evolution modeling, it is useful to collect information 
and describe the developments in this field by carrying out a bibliometric analysis of 
the scientific publications from 2000 to 2015 and integrating it with a short interview 
with some authors of these papers. Due to the ongoing interest in this research topic, 
we think that such an analysis is valuable to many researchers to reveal the 
developments in the field and to plan future research directions.  

Therefore, in this article, we provide a bibliometric study of language evolution 
models gathered from two relevant search engines (Web of Science and Scopus) and 
developed in the years 2000-2015. By using various measures, namely the temporal 
distributions and citation counts, this study evaluates the productivity and research 
impact of computational methods and linguistic representations used in the language 
evolution models. This evaluation is integrated with the analysis of the responses to a 
brief interview conducted with some authors of the models regarding the evolution of 
their research interests. Therefore, a hybrid methodology has been applied in this 
study that integrates bibliometric and social research techniques to gain both 
quantitative and qualitative evidence of the research impact of language evolution 
models in order to outline the most promising perspectives in this research field.  

Compared to the previous surveys on language evolution, the research 
contribution of this article is shifted from an overview of language evolution models 
toward a bibliometric analysis of language evolution models and a discussion of 
possible research directions.  

The remainder of the paper is organized as follows. Section 2 provides a 
discussion about current research challenges in language evolution and the motivation 
of our study. Section 3 gives some information about previous surveys on language 
evolution models. In Section 4, the analysis of scientific production based on 
bibliometric data is provided. In Section 5, a discussion about future challenges and 
perspectives of language evolution models is given. Section 6 concludes the paper. 
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2 Research challenges and motivation 

Modeling has played a crucial role in language evolution research and a great deal of 
literature on models of language evolution has been provided over the years. 
However, despite the variety of modeling solutions proposed, still some 
computational and representational issues remain to be solved. Specifically, the main 
research challenges (RC) faced by language evolution modelers in recent years can be 
summarized as follows: 
 RC1: the need for empirical evidence. Empirical evidence is information 

acquired by observation or experimentation. Defining language evolution 
models based on empirical evidence comes from the necessity to go beyond 
idealizations and approximations of the language evolution phenomenon. 
Without empirical evidence, indeed, the language evolution process is only 
numerically determined and, consequently, can lead to an unrealistic 
representation of the phenomenon. First language evolution models developed in 
the early 90’s had this problem since they were based on theories stated vaguely 
and impossible to test empirically. As argued by Dediu and de Boer [Dediu and 
de Boer, 2016], “hard evidence is scarce as it (language evolution) deals with 
events from the remote past„ and spreads over many disciplines. To tackle this 
lack, several authors encouraged the development of new methods, tools and 
paradigms [Dediu and de Boer, 2016; Hauser et al., 2014; Vogt and de Boer, 
2010] that investigate language evolution empirically and base theories on actual 
data. In light of that, most recent language evolution models have started to rely 
on various computational methods (e.g. agent-based, game theoretical, 
evolutionary computing) as a means to verify and test theoretical hypotheses on 
the language evolution process. In this regard, the article intends to investigate 
which computational methods are more/less used by recent language evolution 
models and to what extent these methods fulfill the need of empirical evidence; 

 RC2: semantically-enriched linguistic representations. Embedding semantics is a 
challenge that arises from the need of modeling increasingly complex 
communication that better simulates what happens in reality. Several authors 
[Jackendoff, 1999; Luuk and Luuk, 2014] have investigated the evolutionary 
stages that give rise to the emergence of semantic structures. Jackendoff 
[Jackendoff, 1999] envisaged four steps from an unstructured use of symbols 
without grammar, to the introduction of a phonological structure, the 
concatenation of symbols, and the emergence of syntax with complex semantic 
relations. Similarly, [Luuk and Luuk, 2014] argued that language evolved 
following the sequence (elements, concatenation, embedding), meaning that 
starting from a limited set of symbols, it expands first by concatenating and then 
by embedding semantics. Following this steps, first language evolution models 
used linguistic representations based on a lexicon of few words and simple 
syntactic rules by focusing more on the first steps of the evolution process and 
overlooking the last step of semantic embedding. To overcome this 
oversimplification, most recent language evolution models have scaled up to 
semantically-enriched linguistic representations and a lexicon of thousands of 
words. In this regard, the article intends to investigate which linguistic 
representations are more/less used by recent language evolution models and to 
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what extent these formalisms fulfill the need of representing semantic aspects of 
the language; 

 RC3: adaptable grammatical formalisms. Another main challenge concerns the 
ability to extend the grammar in order to cope with new, incoming changes 
[Steels, 2010]. Adaptable grammatical formalisms [Christiansen, 1990] are 
equipped with some formal means for modifying its own grammar rules while 
they are being used. A grammar, indeed, is said to be adaptable if it can be 
modified while it is being used [Ortega et al., 2007]. For example, if new 
concepts (words, signs, etc.) emerge, new grammatical rules have to be 
formulated and added to the grammar on the fly. The process of grammar 
adaptation is fundamental to efficiently model the dynamically changing 
behavior of language. Using static grammatical representation, indeed, means to 
erroneously consider language as an immutable artifact. Thereby, evolvable and 
extensible grammar formalisms have to be addressed. In this regard, the article 
intends to investigate whether the grammatical formalisms used in language 
evolution models are adaptable. 

Therefore, this study aims to understand how language evolution modelers have 
faced these research challenges and with which results; on this basis, we aim to 
extract some conclusions about current developments and open challenges that still 
remain to be solved. To achieve that, a bibliometric analysis of several publications 
proposing language evolution models has been carried out. Despite the variety of 
modeling solutions proposed, no attempt has been made yet to evaluate the research 
impact and emerging priorities in this field by conducting a bibliometric analysis of 
scientific publications. Such a kind of analysis, indeed, is a precious aid to reveal the 
developments in the field and to plan future research directions. Therefore, this study 
can be valuable to many language evolution researchers that have to determine 
previous and current research highlights and possible topics for future researches. 

3 Previous surveys on language evolution models 

Many researchers of language evolution, mainly linguists and computer scientists, 
have paid considerable attention to understanding how the evolution of language can 
be computationally represented through a formal model. In the past years, several 
models of language evolution have been produced. These models have been 
differently classified by several authors [Vogt, 2009] [Jaeger et al., 2009] [Grifoni et 
al., 2016] according to various features of the evolution process. These three 
classifications involve a partial overlap of models mainly because the surveyed period 
is different for the three classifications (i.e. 1999-2008 for Vogt, 1995-2009 for Jaeger 
et al., and 2003-2012 for Grifoni et al.). Moreover, these classifications have different 
objectives (i.e. the complexity of interactions for Vogt, the linguistic representation 
and the modeling paradigm for Jaeger et al., the grammatical formalism and the 
computational method for Grifoni et al.) and, therefore, only the models facing the 
specific objective have been considered by the authors. 
For the sake of completeness, in this section, we discuss in more detail these three 
main classifications.  
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Vogt (2009) provided a classification of language evolution models based on the 
complexity of interactions that they can handle. Specifically, he classifies these 
models into two classes: macro-evolutionary analytical models and micro-
evolutionary agent-based models; the second class is further subdivided into agent-
based analytical models and agent-based cognitive models. Table 1 shows the 
summary of the models reviewed by Vogt (2009) along with a set of references to 
papers analyzed in the original review. 

 

COMPUTATIONAL MODELING 

Macro-evolutionary 
analytical models 

 Micro-evolutionary agent-based models  

Agent-based analytical 
models 

Agent-based cognitive models 

Abrams and Strogatz 
(2003) 

Kandler and Steele 
(2008) 

Minett and Wang (2008) 
Nowak et al. (2002) 

Patriarca and Leppänen 
(2004) 

Nettle (1999) 
Baxter et al. (2009) 

Minett and Wang (2008) 

Kaplan (2005) 
Baronchelli et al. (2006) 

Vogt (2006) 
Briscoe (2000) 

Parisi et al. (2008) 

Table 1: Surveyed models of language evolution by Vogt (2009) 

Jaeger et al. (2009) proposed a taxonomy of language evolution models, which 
consists of the following two dimensions: modeling paradigms and linguistic 
representations. According to the modeling paradigms, language evolution models are 
classified as macroscopic and agent-based. The latter is further classified in iterated 
learning models, language games, and genetic evolution models. According to the 
linguistic representations, language evolution models are classified into symbolic 
grammars, simple recurrent networks or emergent grammars. Table 2 summarizes the 
models reviewed by Jaeger et al. (2009). 
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MODELING PARADIGM LINGUISTIC REPRESENTATION 

Agent-based Macro-
scopic 

Symbolic 
grammars 

Simple 
recurrent 
network 

Emergent 
grammars 

Iterated 
learning 

Naming 
game 

Genetic 
evolution 

Game 
theoretic 

Kirby et 
al. 

(2009) 

Steels 
(1995) 

Wellens et 
al. (2008) 
VanTrijp 
(2008) 

Cangelosi 
and Parisi 

(1998) 

Jäger 
(2007) 

Jäger 
(2004) 
Briscoe 
(2000) 

Zuidema 
(2002) 

Christiansen 
and Chater 

(1999 ) 

Steels and 
de Beule 
(2006) 

Table 2: Surveyed models of language evolution in [Jaeger et al., 2009] 

Grifoni et al. (2016) proposed a taxonomy based on computational methods and 
grammatical representations. According to the computational methods (see the 
columns of Table 3), language evolution models are classified as agent-based, 
evolutionary computation-based, and game-theoretic. Agent-based models are further 
classified in iterated learning and naming games, while evolutionary computation-
based models are further classified in genetic algorithm and grammatical evolution. 
When considering the grammatical representations (see the rows of Table 3), they 
have been classified in Context-free grammar-based, attribute grammar-based, 
Christiansen grammar-based, fluid construction grammar-based, and universal 
grammar-based models. Although several models that do not rely on grammars exist 
in the literature, Grifoni et al. focused only on language evolution models that have a 
grammatical representation. Their study identified 52 articles published between 2003 
and 2012. 

Previous surveys are devoted to analyze and classify language evolution models, 
but none of them provides a bibliometric analysis to evaluate the research impact and 
emerging priorities in this field. Compared to previous surveys, therefore, the research 
contribution of this article is shifted from a classification toward a bibliometric work. 
Specifically, in this paper, we perform a bibliometric study of language evolution 
models by analyzing 102 papers selected from 607 articles gathered from Web of 
Science (WoS) and Scopus databases and published from 2000 and 2015 in order to 
extract some conclusions about the research impact, emerging priorities, and possible 
future perspectives, also considering some elements arising from the answers of some 
authors of the language evolution models to a short interview. To gain both 
quantitative and qualitative evidence on the productivity and research impact of 
language evolution models, indeed, in this study we have applied a hybrid 
methodology that is composed of the following two steps:  
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  COMPUTATIONAL METHODS  

  Agent-based Evolutionary computation Game 
theoretic 

  Iterated 
learning 

Naming 
game 

Genetic 
algorithm 

Grammatical 
evolution 

G
R

A
M

M
A

T
IC

A
L

 R
E

P
R

E
SE

N
T

A
T

IO
N

  

Context-free 
grammar  

Cultural 
grammar 
system 
(CGS) 

[Jimenez
-Lopez, 
2012] 

GRAmmar 
EvoLution 
(GRAEL) 
[De Pauw, 

2003] 

GRAmmar 
EvoLution 
(GRAEL) 
[De Pauw, 

2003] 

Grammatical 
evolution by 
grammatical 

evolution 
(GE)2 

[O’Neill and 
Ryan, 2004] 

 

Attribute 
grammar  

   Language 
Evolver 

(LEVER) 
[Juergens and 
Pizka, 2006] 

Attribute 
Grammar 
Evolution 

(AGE) [de la 
Cruz et al., 

2005] 

 

Christiansen 
grammar  

   Christiansen 
Grammar 
Evolution 

(CGE) 
[Ortega et al. 

2007] 

 

Fluid 
construction 

grammar  

 FCGlight 
[Saveluc and 

Ciortuz, 
2010] 

   

Universal 
grammar  

Iterated 
Learning 
Model 
(ILM) 

[Smith et 
al., 

2003]  

   Game 
dynamics 

(GD) 
[Mitchener, 

2007]  

Evolution-
ary game 

theory 
(EGT) 
[Jäger, 
2007] 

Table 3: Surveyed models of language evolution in [Grifoni et al., 2016] 
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1) a bibliometric analysis of the scientific production of language evolution 
models in order to determine: (i) current tendencies and future research 
trends within the research topic of language evolution modelling; (ii) to what 
extent the models fulfill the research challenges related to the need of 
empirical evidence, semantically-enriched linguistic representations, and 
adaptable grammatical formalisms, as introduced in Section 2. This step is 
detailed in Section 4; 

2) a qualitative analysis based on a short interview with the authors of some 
analyzed models, along with an analysis of the future work of the surveyed 
papers, in order to identify future research directions, as described in Section 
5. 

The applied methodology allows gathering more objective evidence compared to the 
previous surveys because it integrates bibliometric and social research techniques in 
order to provide quantitative data as evidence to support the results of qualitative 
analysis provided by the interviews. 

In the following two sections we detail the implementation of each step of the 
methodology and we provide a discussion of the obtained results. 

4 The bibliometric analysis: research impact of language 
evolution models 

The analysis of scientific production, based on bibliometric data, is one of the most 
widely used methods for obtaining indicators about temporal evolution, variations, 
and trends in a specific field of research. Several works [Xie et al., 2008] [Chen et al., 
2015] have applied this kind of analysis in the study of research trends.  

Consistent with the approach applied in these works, we conducted a systematic 
search for scientific papers published from 2000 to 2015 using two relevant search 
engines (Web of Science and Scopus) by including the following keywords in the 
search: “language evolution” OR “evolution of language” AND “computational 
model*”. Only peer-reviewed articles written in English were included in the analysis.  

A total of 607 articles were returned from Web of Science and Scopus by using 
these search keywords, respectively 400 from Web of Science and 207 from Scopus. 
10 articles from Scopus were excluded because they were duplicate publications or 
whole conference proceedings. The resulting set of 197 articles from Scopus and the 
420 from Web of Science had an overlap of 47 articles. Therefore, a total of 550 
papers were examined. Reading in detail the content of the papers, we further reduced 
this set to 332 papers by including only those that actually discuss language evolution 
theories or models. For each article we examined if it proposes a new computational 
model, if it uses an existing computational model, if it deals with human or animal 
language evolution, if it is a review or contributed paper, and if it discusses language 
evolution from a neurological point of view, if it relies on a linguistic representation. 
From this extracted information we computed the following bibliometric indicators 
that are used to evaluate the quantity and the quality of the scientific production, as 
well as whether and how the papers solve the research challenges introduced in 
Section 2: 
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 temporal distribution of publications: it gives a measure of the scientific 
production on language evolution models over the years; 

 temporal distribution of publications by computational methods: it gives a 
measure of the most applied computational methods over the years (to 
answer to RC1); 

 temporal distribution of publications by linguistic representations: it gives a 
measure of the most applied linguistic representations over the years (to 
answer to RC2 and RC3); 

 number of citations (retrieved from WoS at the end of October 2016) of 
published papers: it gives a measure of the scientific impact of the models. 

The process of gathering and selection of papers is shown in Figure 1. The 
constraints used to select analyzed papers are shown in the labels near the arrows. The 
bibliometric indicators applied to the analyzed papers are shown in the blue 
rectangles. 

 

Figure 1: The process of gathering and selection of papers for the bibliometric 
analysis. 
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In the following sections, the results of the bibliometric analysis of language 
evolution models are presented. The results have been grouped according to the 
aforementioned bibliometric indicators. 

4.1 Temporal distribution of publications 

The temporal distribution of these 332 papers in the period 2000–2015 is shown in 
Figure 2. From 2000 to 2004 the trend indicates a slight increase of the scientific 
production that stayed between 3 (in 2001) and 12 (in 2003) papers with an average of 
around 7 papers per year. The number of publications increased substantially from 
2005 to 2015 ranging from 22 published papers in 2005 and 33 papers in 2015 and 
reaching a peak of 46 papers in 2014, a minimum of 16 papers in 2008, and an 
average of around 27 papers per year. Not surprisingly, over 88% of the analyzed 
articles were published in this last period. 

  

Figure 2: Total number of papers on language evolution modeling gathered from 
WoS and Scopus and published from 2000 to 2015 

The choice of the timespan from 2000 to 2015 is justified by the fact that 
computational modeling has started to be extensively applied to language evolution 
mainly from 2000. Indeed, by searching for scientific papers published in journals 
from 1985 to 1999 by using the same two search engines (WoS and Scopus) and the 
same keywords, described at the beginning of Section 4, a total of 27 papers were 
returned, 21 of which deal with language evolution models. The temporal distribution 
of these 21 papers in the period 1985–1999 is shown in Figure 3. 
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Figure 3: Total number of papers on language evolution modeling gathered from 
WoS and Scopus and published from 1985 to 1999 

The chart shows that the first paper retrieved from the two search engines was 
published in 1988, followed by a low number of publications until 1998 (around 2-3 
papers per year with four years (1989, 1992, 1994, 1997) in which no articles were 
published). Therefore, although the first language evolution models were developed 
in the early 90’s, a significant increase of the publications on these models is observed 
only after 2000. Therefore, omitting the period before 2000 does not influence the 
quality of the results obtained by the performed analysis since only a minor fragment 
of research has not been considered. These considerations lead us to set the timespan 
for the subsequent analyses to January 2000 - December 2015.  

The chart in Figure 2 further reveals that researches on language evolution 
modeling are experiencing now a fruitful period and we can expect that a greater 
number of scientific articles would be published in the coming years. This expectation 
is supported also by the high number of articles (20, to be precise) on this topic 
published in the first five months of 2016 that we have extracted from WoS and 
Scopus. 

4.2 Temporal distribution of publications by computational methods 

To evaluate the first research challenge related to the need of empirical evidence, we 
have investigated which computational methods are more/less used by recent 
language evolution models and to what extent these methods fulfill the need of 
empirical evidence. To achieve that, we have first analyzed whether and which 
computational methods are applied in the extracted publications. Specifically, we 
started from the set of 332 papers, extracted as described in Section 4, and we selected 
from them only the papers with the following characteristics: (i) original research 
article (not review), (ii) dealing with language evolution, and (iii) proposing/using a 
computational method. This selection yields 102 papers as final set for evaluating the 
temporal distribution of publications by computational methods. 

The computational methods applied in these 102 papers are shown in Figure 4. 
We can observe that the majority of the papers (about 58%) were based on agents, 
followed by machine learning methods with 22 papers (about 22%) and game 
theoretic methods with 14 papers (about 14%). The remaining computational methods 
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have a scientific production that ranges from 1 to 5 articles (with an average of about 
2 articles per method) published in the period 2000-2015. Note that several papers 
apply more than one computational method for modeling language evolution. A brief 
description of the most applied classes of computational methods is given in 
Appendix.A.  

Considering the three most applied computational methods, we can observe that 
the scientific production of agent-based models is distributed across 14 years from 
2002 to 2015 (see Figure 5), with a peak of 7 papers in 2010 and 2015. The scientific 
production of machine learning methods has been concentrated in three periods: in 
2003-2007 it grows from 1 paper in 2003 and 2004 to 3 papers in 2005-2007; in 
2009-2010, 2 papers per year were published; in 2013-2015 it grows from 2 papers in 
2013 to 4 papers in 2015. Finally, game theoretic methods had the less continuous 
scientific production, with the first publications in 2000 and the last ones in 2014, 
reaching a peak of 3 published papers in 2007 and no papers in the periods 2001-
2003, 2006, 2009-2010, 2013, and 2015. 

This analysis shows that the agent-based models are the most prolific in terms of 
published papers and they have the most continuous bibliographic production 
throughout the period 2002-2015. 

  

Figure 4: Total number of papers (published from 2000 to 2015) applying a 
computational method for modeling language evolution 
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Figure 5: Temporal distribution of the bibliographic production of the most applied 
computational methods. Papers applying more than one computational method are 
counted in all the corresponding classes of methods 

4.3  Temporal distribution of publications by linguistic representations 

To evaluate the second research challenge RC2 related to the need of representing 
semantic aspects of the language we have investigated which linguistic 
representations are more/less used by language evolution models and to what extent 
these representations are semantically-enriched. By “linguistic representation” we 
mean a formalism to represent the linguistic knowledge within the language evolution 
model (e.g. grammars, signal-meaning matrices, cognitive representations, etc). 
To achieve that, we started from the 102 publications extracted in the previous phase 
(see Section 4.2) and we analyzed whether and which linguistic representations are 
used in these papers. The results are shown in Figure 6. 

We can observe that 12 papers (about 11.7%) do not specify the linguistic 
representation. The lack of this information is mainly because these models analyze 
the evolution of macroscopic features of language without deepening on the linguistic 
formalism used to represent it. For instance, they model the population dynamics of 
species speaking different languages, or the changes occurring in bilingual 
communities due to language competition.  

Therefore, the total number of gathered papers using a linguistic representation is 
90. The majority of these papers (about 31.4%) were based on abstract associations 
between meanings and forms (without a reference grammatical formalism), followed 
by grammatical representations with 31 papers (about 30.4%) and graph-based 
representations with 9 papers (about 8.8%). A lower scientific production has been 
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achieved by cognitive representations and linguistic traces, with 6 papers (about 
5.88%) for each one. The remaining papers use bit strings (3 papers – 2,9%) and 
triples composed of meaning, forms and association weights (3 papers – 2.9%). A 
brief description of the most applied classes of linguistic representations is given in 
Appendix.B. 

 

 

Figure 6: Total number of papers (published from 2000 to 2015) using a linguistic 
representation 

Considering the three most applied linguistic representations, we can observe that 
the scientific production of signal-meaning association-based models is distributed 
across all 16 years (see Figure 7), with a peak of 4 papers in 2008, 2010, and 2011. 
The scientific production of grammar-based methods has been concentrated in two 
periods: in 2002-2007 it grows from 1 paper in 2002 to 4 papers in 2005, while in 
2009-2015 it grows from 2 papers in 2009 to 4 papers in 2014. Finally, graph-based 
methods had the less continuous scientific production, with the first publications in 
2002 and the last one in 2014, reaching a peak of 2 published papers in 2010 and 
2013 and no papers in the years 2003-2004, 2006, 2008-2009, and 2011. 
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Figure 7: Temporal distribution of the bibliographic production of the most applied 
linguistic representations 

4.4 Number of citations of published papers 

To have a measure of the scientific impact of language evolution models we have 
analyzed the number of citations of both the set of 102 papers applying a 
computational method, extracted as described in Section 4.2, and the set of 90 papers 
using a linguistic representation, described in Section 4.3. The number of citations has 
been retrieved from WoS at the end of October 2016.  

Considering the citation count of the 102 publications applying a computational 
method, they received a total of 1255 citations. Analyzing the citations of the papers 
applying the three most applied computational methods, Figure 8 shows that agent-
based models had the highest scientific impact with 707 citations (about 56%), 
followed by game-theoretic models with 308 citations (about 24.5%), and finally 
machine learning-based models with 240 citations (about 19%). The remaining 
computational methods reach a total of 116 citations (9.2%). However, since the 
papers belonging to the game theoretic class are only 14, compared with 59 papers of 
the agent-based group (see Figure 4), we consider the average citations per paper. 
According to that, game theoretic methods are the one with the highest citations (22 
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citations/paper), followed by agent-based models (12 citations/paper), and machine 
learning-based models (10.9 citations/paper).  

 

 

Figure 8: Number of citations of papers published in 2000-2015 applying a 
computational modeling approach. Papers applying more than one computational 
method are counted in all the corresponding classes of methods 

Analyzing the citation count of all the 90 publications applying a linguistic 
representation, they received a total of 1102 citations. Analyzing the citations of the 
papers applying the three most applied linguistic representations, Figure 9 shows that 
signal-meaning association-based models had the highest scientific impact with 634 
citations (about 57.5%), followed by grammar-based models with 255 citations (about 
23.1%), and finally graph-based models with 103 citations (about 9.3%). The 
remaining linguistic representations reach a total of 110 citations (about 10%). 
Considering the average citations per model, the signal-meaning association-based 
models remain the class with the highest citations (19.8 citations/paper), followed by 
graph-based models (11.4 citations/paper), and grammar-based models (8.2 
citations/paper). 

 

 

Figure 9: Number of citations of papers published in 2000-2015 using a linguistic 
representation 
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4.5 Discussion on the results of the bibliometric analysis 

In this section, we provide a discussion on the results obtained from the bibliometric 
analysis that allows answering to each research challenge identified in Section 2.  

4.5.1 RC1: Which computational methods are more/less used by recent 
language evolution models and to what extent these methods fulfill the 
need of empirical evidence? 

One of the aspects that the bibliometric analysis reveals is that agent-based models 
have the greatest research impact, both for the highest number of published papers 
and the high citation count (in second place after game theoretic methods). The main 
reason stays in the numerous advantages of agent-based methods. First of all, they 
allow compensating for the lack of empirical evidence present in many language 
evolution theories developed during the 80s and 90s. Moreover, agent-based methods 
are best suited to simulate communicative interactions among a population of two or 
more individuals and study under which conditions the human linguistic behavior 
may be reproduced. They allow modeling the influence of the individual actions and 
interactions on the evolution of language (at the individual level). Further advantages 
of agent-based language evolution models rely on their ability both to provide 
reproducible and testable dynamics, and to lead to mechanisms and algorithms robust 
against noise and perception. Spranger and Steels (2012) listed the following four 
benefits of agent-based modeling: (1) to make implicit assumptions explicit, (2) to test 
theories for coherence and consistency, (3) to allow for manipulation of model 
conditions which are difficult to manipulate with humans and (4) to generate new 
hypotheses. Moreover, Vogt (2009) argues that agent-based models provide a 
significant step towards more realism. However, they have the main shortcoming that 
they can become extremely complicated, resulting in behavior that is difficult to 
describe and interpret [de Boer, 2006]. Steels (2011) and Lipowska (2011) distinguish 
agent-based techniques in two groups, according to the way in which the agents 
interact to arrive at a shared linguistic knowledge (if using an iterated transmission or 
using self-organization): iterated learning and naming game. These two classes of 
methods turn out to be the most applied also in the 59 agent-based papers analyzed in 
this survey, as shown in Figure 10. However, Figure 10 also shows that further 
computational methods have been integrated with the agent-based approach, such as 
machine learning methods (mainly Bayesian methods), lexico-syntactic co-evolution, 
etc. Therefore, the partition of agent-based techniques in two groups does not match 
with the extracted data. It is correct to say that agent-based language evolution models 
can be combined with further techniques that range from iterated learning and 
language game to machine learning in order to explore how language evolves through 
learning and use.  
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Figure 10: Number of agent-based papers published in 2000-2015 applying a further 
computational method 

A great research impact has been obtained also by game-theoretic models, as they 
have the highest citation count. The game theoretic perspective, first developed by 
Smith (1982) in the early 80’s for modeling the evolution of behavior, has been 
applied in game-theoretic models with the aim of aggregating the linguistic behavior 
of a population and defining general mathematical equations that model the evolution 
of this behavior. They have been successfully applied to describe the costs and 
benefits of varying strategies and the dynamics for establishing equilibria in language 
evolution [Watumull and Hauser, 2014]. The greatest advantage of game-theoretic 
methods relies on the possibility to reuse the rich body of results established by game 
theorists. 

A lower research impact has been obtained by machine learning-based models. 
They have been used mainly to simplify complex agent-based models by applying 
algorithms and optimization techniques from evolutionary computing, Bayesian 
networks, and artificial neural networks. 

These considerations allow answering to RC1 by arguing that current language 
evolution models tend to bridge the gap of empirical evidence. Indeed, they rely 
mainly on computational methods (firstly agent-based methods) that go beyond the 
idealization and approximation of some language evolution theories not very well 
supported empirically, by transforming theoretical models into simulation models. As 
noted by Spranger and Steels (2012), indeed, “every instantiated theory that is shown 
to work using agent-based modeling can immediately be accepted as a coherent and 
stringent proposal that (at least in principle) reveals all underlying assumptions and 
provides reproducible and testable dynamics”. 
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4.5.2 RC2: Which linguistic representations are more/less used by recent 
language evolution models and to what extent these formalisms fulfill 
the need of representing semantic aspects of the language? 

On the side of linguistic representation, the bibliometric analysis reveals that signal-
meaning association-based models have the greatest research impact, both for the 
highest number of published papers (32) and the highest citation count (19.8 
citations/paper). The linguistic representation based on signal-meaning associations is 
strictly related to the symbol grounding problem [Harnad, 1990] that investigates how 
to ground a set of symbols (e.g. forms, signals, utterances, words, etc.) in a set of 
possible meanings. An additional finding of the analysis is that 78% of the 32 papers 
based on signal-meaning associations apply agent-based modeling by investigating 
how a population of agents evolves the communication system through interactions 
with the environment and among individuals and how it arrives at shared symbolic 
conventions by constructing a set of relations between symbols and meanings. 

A high scientific production (31 papers) has been obtained also by grammar-
based methods that move from signal-meaning associations to more complex 
structures of language using grammatical constructions to link syntactic and semantic 
categories intervening between symbols and meanings. 

Considering graph-based representation, we can observe that this is used mainly 
by phylogenetic approaches that model longer timescale of the history of populations 
by investigating how language originates and develops during the evolutionary 
history of the species. In these papers, indeed, the linguistic knowledge is mainly 
represented through graphs, trees or networks that model the relationships between 
groups of related languages. 

In order to assess if linguistic representations are equipped with structures and 
constructions able to represent semantic features of the language, we have analyzed 
the presence of the word “semantics” “syntactic” “lexical” and “phonological” in the 
text of the 90 gathered articles to identify the level(s) of language [Hickey and 
Puppel, 1997] addressed by the linguistic representations. The results are summarized 
in Table 4. The majority of the papers (about 18%) address lexical representations as 
they use predominantly signal-meaning associations without syntax in order to map 
uniquely the set of signals (e.g. objects, forms, utterances, words, etc.) to the set of 
possible meanings and to reach a shared lexicon. Another 18% of the 90 analyzed 
papers adopt a more sophisticated linguistic representation that implements lexical 
knowledge, syntactic constructions, and semantic categorizations. The majority of 
these papers apply a grammatical approach to realize that. Finally, about 15.5% of the 
papers apply a lexico-syntactic representation that allows implementing both lexical 
knowledge and syntactic constructions for linking different meanings/signals. In total, 
53 papers (about 59%) represent the lexical level of language, 38 papers (about 42%) 
the syntactic level, and 32 papers (about 35.5%) the semantic level. 
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Level of Language Counts 
phonological 6 

lexical 16 

syntactic 4 

semantic 5 

lexical, syntactic 14 

lexical, semantic 7 

syntactic, semantic 4 

lexical, syntactic, semantic 16 
not specified 18 

Table 4: Levels of language addressed by the gathered articles 

Therefore, the analysis reveals that most of the papers do not apply linguistic 
representations able to deal with semantic features of the language. The main 
motivation that leads researchers to choose this strategy instead of syntactic and 
semantic representations is based on the greater effort required to implement 
linguistic representations dealing with all the levels of language. Modeling the 
evolution of language considering syntactic and semantic features implies a more 
expressive power of the language used but also a more sophisticated linguistic 
framework that requires an extra effort to be implemented. Therefore, the majority of 
the analyzed researches investigate the evolution of lexical communication systems 
that are easily implementable but with a low expressivity of the language. Despite 
that, several researches, although less in number, address syntactic and semantic 
representations of the language (mainly based on grammatical formalisms) that 
increase the expressivity of the language and the complexity of the model. 

4.5.3 RC3: Which grammatical formalisms are more/less used by recent 
language evolution models and to what extent these formalisms fulfill 
the need of adaptability? 

To evaluate the third research challenge we have investigated which grammatical 
formalisms are used in language evolution models and whether they are adaptable 
(see RC3 defined in Section 2). Therefore, we have analyzed the 31 papers applying a 
grammar identified in Section 4.3, and we have evaluated whether they provide 
explicit constructions and operators able to expand the grammar in order to cope with 
new, incoming needs [Steels, 2010].  

The results of our analysis are shown in Figure 11. The majority of surveyed 
models (about 48.4%) use context-free grammars (CFGs), followed by fluid 
construction grammars (FCGs) (about 12.9%), universal grammar (UG) (about 9.7%), 
phrase-structure grammars, graph grammars, attribute grammars (about 6.5% each 
one) and, finally, definite-clause grammar, fuzzy grammar and Christiansen grammar 
(about 3.2% each one).  
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Most of the papers (about 83.9%) use non-adaptable grammatical representations 
(CFGs, UGs, phrase-structure grammars, graph grammars, attribute grammars, 
definite-clause grammar, and fuzzy grammar). Only five papers (about 16.1%) apply 
adaptable grammatical formalisms (FCGs and Christiansen grammar) having 
constructions that allow extending the grammar on the fly. The main motivations that 
lead researchers to choose non-adaptable grammatical representations are twofold. 
The former is the lower complexity of the model since it does not require further 
grammatical constructions and mechanisms that allow extending the grammar on the 
fly. The latter is the minor effort necessary for implementing efficiently this kind of 
linguistic representations since a huge amount of linguistic tools (e.g. parsers, taggers, 
disambiguators, etc.) are available for these more traditional formalisms (mainly 
CFGs).  

 

 

Figure 11: Number of papers published in 2000-2015 applying a linguistic 
representation based on grammars 

5 Future research directions 

In the previous section, we have analyzed current trends of language evolution 
research linked with the fulfillment of three main research challenges that are the need 
of empirical evidence, the need for semantically-enriched linguistic representations 
and adaptable grammatical formalisms. However, many open challenges still remain 
to be solved. In this section, we briefly discuss the future research directions resulting 
from the analysis of three kinds of data sources: the answers to a brief interview with 
the authors of some of the surveyed models, the future work section of some of the 
surveyed papers, and the literature on language evolution. 

First of all, we have administrated a brief interview to the authors of some 
language evolution models asking whether and how their research on language 
evolution models has evolved in recent years. Specifically, during the interview we 
preliminary asked the authors for a list of their published papers on the language 

1365Ferri F., D’Ulizia A., Grifoni P.: Computational Models ...



evolution model and then, we asked if their research evolved toward some emerging 
topics. In case of an affirmative answer, we asked to specify which the emerging 
research directions are and to provide a list of their published papers on that. The 
interview was administered to the authors of 9 papers selected from the 90 papers 
proposing/using a computational method and relying on a linguistic representation 
(see Section 4.3). The selection has been performed by preferring the papers 
proposing a new language evolution model instead of using an existing one. Table 5 
provides a summary of the answers received from the authors of these 9 papers about 
the evolution of their research. From these answers, the following considerations 
emerge. Most of the authors did not continue this research after the development of 
the model due to various reasons, mainly the end of project funding and a different 
research agenda (GRAEL, FCGLight, Iterated Learning Model (ILM), and 
Evolutionary game theory (EGT)). Some authors (GE2) are focusing their research on 
alternative grammatical formalisms by experimenting with how the language 
evolution model performs with different kinds of context-free and context-sensitive 
grammars. Some authors (LEVER) are working on a further abstraction of the 
language evolution process by using metamodels and representing the language 
evolution as a transformation between metamodels of language. Finally, the authors 
of Game Dynamics (GD) are focusing their research on the cognitive aspects of 
language evolution studying the phenomenon at the neural synaptic level and trying to 
simulate through neural networks the evolution that happens in human language. 

Moreover, to have further indications about future trends, we have analyzed the 
future work described in the 9 selected papers. From this analysis, three kinds of 
future challenges emerge (summarized in Table 6): 

 application challenges: many language evolution models (LEVER and CGE) 
will investigate how to apply the model to new evolutionary problems; 

 modeling challenges: several models (LEVER, GD, EGT, (GE)2, and 
FCGlight) will address new solutions for improving the representational 
ability of the model; 

semantic challenges: some models (AGE and CGE) will investigate new 
solutions to specify semantics in the model. 
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 RESEARCH EVOLUTION 

GRAEL [De 
Pauw, 2003] 

The authors did not continue research on language evolution, due to reasons of time 
and a different research agenda. 

LEVER 
[Juergens and 
Pizka, 2006] 

The authors are evolving their research on language evolution towards modeling 
languages tailored to a specific domain and defined by a metamodel. They are 

facing the problem of migrating existing models to a new version of their 
metamodel and proposed an approach, named COPE, which specifies the coupled 

evolution of metamodels and models to reduce migration effort. 

(GE)2 [O’Neill 
and Ryan 

2004] 

After the publication of the (GE)2 model, the authors are exploring the use of 
different types of grammars ranging from context-free to context-sensitive 

including Tree-adjunct Grammars [Murphy et al., 2010], Attribute Grammars 
[O'Neill et al., 2004] and Shape Grammars [O'Neill et al., 2010] [McDermott et al., 

2012]. 

Attribute 
Grammar 
Evolution 

(AGE) [de la 
Cruz et al. 

2005] 

The authors are exploring the use of grammatical evolution to obtain an ecology of 
artificial beings associated with mathematical functions [Alfonseca and Soler Gil, 
2013]  in order to generate artificial ecologies that exhibit some of the features of 

natural evolution. 

Christiansen 
Grammar 
Evolution 

(CGE) [Ortega 
et al. 2007] 

The authors did not have new projects in this direction. 

FCGlight 
[Saveluc and 
Ciortuz 2010] 

The authors did not continue to work on the FCGlight topic, due to the end of 
project funding and involvement in other research areas. 

Game 
dynamics 

(GD) 
[Mitchener 

2007] 

The authors are exploring how to set up stochastic dynamics to represent a 
population of language learners that can spontaneously move from one equilibrium 

point to another in a way that resembles documented language change. 
They are working also on a simulation of the evolution of neural synaptic coding, in 
order to evolve neural networks and manipulate information in something vaguely 

like what happens in language. 

Iterated 
Learning 
Model (ILM) 
[Smith et al. 
2003] 

The authors did not continue to work on the ILM model for language evolution. 

Evolutionary 
game theory 
(EGT) [Jäger, 
2007] 

The authors did not continue to work on the EGT model for language evolution. 

Table 5: Answers received from some authors about the evolution of their research on 
language evolution models 
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 Future challenges from the surveyed papers 

GRAEL ---- 

LEVER  Application of LEVER to the development of real world DSLs to increase its 
expressiveness. 

 Automatic adaptation of path expressions for those commands that merely 
refactor a language. 

(GE)2  Improvement of the scalability and flexibility of the model by evolving the 
number of functions along with their respective parameters, outputs and data 
types. 

AGE  Determination of the adequate semantics needed to get the optimal performance 
of the evolution model. 

CGE  Application of the CGE to new evolutionary problems. 
 Investigation of other ways to specify semantics in language evolution models. 

FCGlight  Development of new strategies for language games (e.g. learning of clitic 
pronouns, etc.). 

GD  Improvement of the level of detail of the linguistic environment, including 
features such as noisy linguistic data and social and spatial structure.  

ILM ---- 

EGT  The interaction between first language acquisition and adult learning, and its 
modeling in terms of EGT. 

Table 6: Future challenges from the 9 selected papers 

Finally, we have analyzed the language evolution literature, to identify further general 
challenges (not related to the surveyed models). Specifically, we perform a search 
using Google Scholar, Web of Science and Scopus for published research papers that 
deal with future directions/perspectives of language evolution modeling. A total of 7 
research papers were selected and included in the analysis as they actually discuss 
future directions/perspectives of language evolution modeling. From this analysis, 
three main open research directions emerged. 
First, standard approaches for validation of language evolution models are missing in 
the literature. As resulted from an analysis of the literature, indeed, there is not a 
standard validation strategy and standard metrics that can be applied to evaluate the 
performance of language evolution models. This lack of standard experimental 
approaches for model evaluation is also highlighted by Gong et al. [2014] that suggest 
exploring experimental semiotics and artificial language learning as a basis for 
possible experimental validation strategies. Therefore, future research could define 
standard strategies and metrics that help to evaluate and to compare language 
evolution models. 
Another open challenge in language evolution research consists of a close 
collaboration among linguists, modelers, and neuro-scientists in order to define 
advanced language evolution models that integrate linguistics, modeling, and neuro-
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scientific knowledge. Interdisciplinary competencies have to work together in order to 
obtain “a biologically plausible, computationally feasible, and behaviorally adequate 
understanding of language evolution” process [Gong et al., 2014]. Specifically, new 
findings of brain structure and neural processing are necessary that can lead to the 
generation of new hypotheses about language evolution [Niederhut, 2014]. As 
claimed by Niederhut (2014), “by incorporating knowledge and methods from 
neuroscience, language evolution research can gain a strong foothold in the possible 
and the testable”. This challenge matches also with the research undertaken by the 
authors of GD (see Table 5).  

As a further future perspective, language evolution models should take into 
account multimodal aspects of language [Grifoni et al., 2016]. Current language 
evolution models, indeed, rely on the assumption that language is identified by three 
main components: speech (signal), syntax (structure) and semantics (meaning) [Fitch, 
2005]. Therefore, they address the language evolution problem using a linguistic 
approach focused on speech and/or text. However, human beings communicate using 
the five senses and there is an emergent tendency to embed different modalities (such 
as gestures, facial expressions, etc) into the language [D’Ulizia and Ferri, 2006, 
D’Ulizia et al., 2007; D’Ulizia et al., 2008; Paulmann et al., 2009; Regenbogen et al., 
2012, Ferri et al., 2012; Kanero, 2014; D’Andrea et al., 2017]. This tendency is 
confirmed also by several recent researches [Vigliocco et al., 2014; Levinson and 
Holler J, 2014; Waller et al., 2013] that highlight the multimodal nature of language 
and the relevance of multimodality for language learning and evolution. In fact, by the 
historical point of view “language research has focused predominantly on speech 
and/or text, thus ignoring the wealth of additional information available in face-to-
face communication”; however, the analysis of literature carried out in [Vigliocco et 
al., 2014] makes evident “that speech and gesture are part and parcel of the same 
system and together constitute a tightly integrated processing unit, thus underscoring 
the need for a multimodal approach to the study of language”. Caschera et al. [2012, 
2018] have highlighted the necessity of tools for modeling the evolution of 
multimodal human interaction in long-term changing situations. As a future research 
perspective, therefore, we envision language evolution models that embed multimodal 
aspects as a crucial part of the language evolution. 

6 Conclusion 

In this paper, we have investigated how language evolution modelers have faced three 
main research challenges in language evolution research, that are the need for 
empirical evidence, the need of semantically-enriched linguistic representations and 
the need of adaptable grammatical formalisms. To achieve that, a hybrid methodology 
has been used, which integrates bibliometric analysis of several scientific papers 
proposing language evolution models, and interviews with some authors of the 
papers. The surveyed models have been analyzed considering their scientific 
production, scientific impact, and to what extent they fulfill the challenges. 
From this analysis, and considering answers to the interview, we have extracted some 
conclusions about the research impact of current language evolution models and 
future research directions.  
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About the research impact, agent-based models turned out to be the most published 
class of language evolution models. Moreover, the results showed that about 70% of 
the agent-based language evolution models are combined with further techniques that 
range from iterated learning and language game to machine learning. Another result 
of the bibliometric analysis showed that signal-meaning association-based models 
were the class of language evolution models most published and most cited. 
Moreover, grammar-based models also turned out to be a highly published class of 
language evolution models. Moreover, the analysis of the level(s) of language 
(lexical, syntactic, and semantic) addressed by the linguistic representations showed 
that language evolution models were oriented mainly towards either lexical 
communication systems or lexical-syntactic-semantic communication systems. 
Finally, the results of the analysis showed that CFGs are the most used grammatical 
formalism due to their simplicity and intuitively appealing formalism. 
About future research directions, the following challenges are emerging: (i) standard 
validation approaches, (ii) a multidisciplinary collaboration among linguists, modelers 
and neuro-scientists, and (iii) the embedding of multimodal aspects.  
The results of this study can be valuable to many language evolution researchers that 
have to determine previous and current research highlights and possible topics for 
future researches. 
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Appendix 

I. Computational methods in language evolution models 

In this section we give some details on the most applied computational methods, 
resulting from the performed bibliometric analysis. 
Agent-based methods allow the emergence of a language to be represented in a 
bottom-up fashion as a result of the interaction of a group of agents. These agents 
represent humans with different kinds of cognitive and social behavior that interact 
with each other in a population. Each agent is equipped with linguistic abilities for 
conceptualization, production, parsing, and interpretation. Moreover, they are 
endowed with learning mechanisms that allow expanding their basic linguistic 
knowledge. Agent-based methods are naturally adopted by those who want to develop 
real-world applications, such as software agents or robots evolving shared 
communication systems. 
Machine learning-based methods are used to automate the individual learning of 
adaptive systems (mainly agents) involved in language evolution by emulating the 
human linguistic behavior. The major machine learning techniques used in language 
evolution include neural networks, genetic algorithms, Bayesian networks, and rule 
induction. While in the past they were applied independently, in recent times these 
techniques are being used in a hybrid fashion, closing the boundaries between them 
and enabling the development of more effective models [Garcia, 2014]. 
Game-theoretic methods address language evolution from the most general 
perspective by aggregating the behavior of a population and defining general 
mathematical equations that model the evolution of this behavior. Specifically, they 
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study language evolution from the viewpoint of mathematical game theory, which 
was developed by Von Neumann and Morgenstern (1944) to describe human and 
economic behavior. Game-theoretic research in language evolution [Benz et al., 2011] 
has led to the definition of a framework, whose functioning can be summarized as 
follows. There are two players, the sender (or teacher) and the receiver (or learner), 
and a finite alphabet (a set of symbols). A language is a probability distribution 
defined on a set of strings composed of the symbols of the alphabet. One player has to 
choose between several strings compatible with the teacher’s grammar such that its 
preferences over its own strings depend on which strings the other player chooses. 
Preferences are real numbers that are attached to each choice of each player and 
represent the “utility”. The aim is to predict how the players behave in order to 
maximize their expected utility. 

II. Linguistic representations in language evolution models 

In this section we give some details on the most applied linguistic representations 
used in language evolution models, resulting from the performed bibliometric 
analysis. As argued by Cangelosi (2001), “some rely on the use of simple signals, 
while others use symbolic communication systems or complex syntactical structures”.  
Signal-meaning association-based methods are strictly related to the symbol 
grounding problem [Harnad, 1990] that investigates how to ground a set of symbols 
(e.g. forms, signals, utterances, words, etc.) in a set of possible meanings. In this 
method, communication relies on simple associations between symbols and meanings. 
This linguistic representation is mainly applied by language evolution models that 
only focus on lexicon emergence, without making any explicit reference to the role of 
syntax. It is best suited to model the early stages of the human language evolution 
(e.g. primates communication).   
Grammar-based methods move from signal-meaning associations to more complex 
structures of language using grammatical constructions to link syntactic and semantic 
categories intervening between symbols and meanings. In these methods, grammar 
emerges in the attempt to convey more information by combining words into phrases 
or sentences [Nowak et al., 2002]. Depending on the kind of grammatical formalism 
applied, this linguistic representation allows representing syntactic and/or semantic 
relationships between symbols. It is best suited to simulate complex languages in 
which it is possible to identify "words", i.e. symbols that belong to specific 
grammatical classes, such as verbs, nouns, prepositions, etc. [Cangelosi, 2001].  
Graph-based methods allow representing linguistic units (e.g. words, sentences, 
etc.) as nodes in a graph and relations between them as edges. This linguistic 
representation is used mainly by phylogenetic approaches that model longer timescale 
of the history of populations by investigating how language originates and develops 
during the evolutionary history of the species. In these papers, indeed, the linguistic 
knowledge is mainly represented through graphs, trees or networks modelling the 
relationships between a group of related languages. 

III. Grammatical formalisms in language evolution models 

In this section we give some details on the most applied grammatical formalisms used 
in language evolution models, resulting from the performed bibliometric analysis.  
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Context-free grammars (CFGs) are the class of Chomsky grammars most used in 
language evolution models due to their simplicity and intuitively appealing 
formalism. CFGs have the main benefit that they are able to model all frequent 
linguistic phenomena of human (natural) language assuring, at the same time, a low 
parsing complexity. They are easy for human beings to understand and for computers 
to manipulate [Wang et al., 1978]. CFGs are, indeed, computationally tractable, i.e. it 
is possible to write a computer program which determines whether sentences are 
grammatical or not. 
Fluid Construction Grammars (FCGs) were developed with the aim of 
incorporating the cognitive and interactional foundations of language into the 
grammatical model. FCGs [Steels and de Beule, 2006] are a kind of construction 
grammar that offers a way of structuring and representing semantic meaning into 
patterns and named constructions. One of the main benefits of FCGs is the flexibility 
of the language processing in the sense that sentences can be understood even if they 
are partially ungrammatical or incomplete. Next, FCGs adopt the reversibility 
principle which means that the same constructional definition must be usable without 
change both in parsing and production and without compromising efficiency or 
generating unnecessary searches [Steels, 2011]. The main limitation of FCGs was 
highlighted by Gong et al. (2006) and relies on the lack of matching between syntactic 
structures and semantic categories. 
Universal Grammar (UG) is a theory, developed by Chomsky, which explains how 
humans acquire languages. It arises from the necessity of justifying the “poverty of 
stimulus” to which children’s brains are exposed. Hearing sentences coming from the 
environment does not allow children to uniquely and correctly specify the underlying 
grammatical rules. Therefore, children must have some innate capacity to learn the 
correct grammar from a set of candidate grammars. UG is the theory of this restricted 
set. Formally, UG is not a grammar, but a theory of a collection of grammars [Nowak 
et al., 2002]. According to Chomsky (1986, pp. 150–151), UG consists of “a system 
of principles with parameters to be fixed, along with a periphery of marked 
exceptions”. The “core grammar” entails a set of universal principles, which apply to 
all languages, and a set of parameters which may vary from language to language. By 
contrast, the “peripheral grammar” is made up of quirks and irregularities of 
language. The main advantage of UG stays in the fact that it helps the learner to 
generalize rules and allows creative use of the language. On the negative side, this 
theory does not take into account social and environmental factors for differentiating 
learners, but only ideal learners with ideal grammars are considered. 
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