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Abstract: This paper presents the application of membrane algorithms to broad-
casting problems, which are regarded as NP-hard combinatorial optimization prob-
lems. A membrane algorithm, called HPSOPS, is proposed by appropriately combin-
ing membrane systems and a hybrid particle swarm optimization with wavelet muta-
tion (HPSOWM). HPSOPS is designed with the hierarchical membrane structure and
transformation/communication-like rules of membrane systems, the representation of
individuals and the evolutionary mechanism of HPSOWM. Experimental results from
various broadcasting problems show that HPSOPS performs better than its counter-
part HPSOWM and genetic algorithms reported in the literature, in terms of search
capability, efficiency, solution stability and precision.
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1 Introduction

As a young branch of natural computing, membrane computing, initiated in

1998, aims to abstract computing models, called membrane systems or P sys-

tems, from the structure and the functioning of the living cell as well as from the

cooperation of cells in tissues, organs, and other populations of cells [Păun 2000,

Păun et al. 2010]. A P system is a distributed parallel computing model consist-

ing of a hierarchical or network structure of membranes, multisets of objects and
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a set of rules. Each membrane defines a region where objects are placed inside.

The rules, related to specific objects and membranes, are responsible for evolving

a P system in a nondeterministic and maximally parallel manner. A computation

is a sequence of configurations starting from an initial state of the system and

ending when no more rules can be applied. Until now various P systems have

been proven to be equivalent to Turing machines, i.e., computationally complete

or universal [Arroyo et al. 2002, Pan and Ishdorj, 2004] and various simulation

tools of P systems have been designed [Nepomuceno-Chamorro 2004].

An important aspect of membrane systems is that they are distributed and

parallel computing devices. To complement the overwhelming majority of re-

searches in this area dealing with the computability and universality of mem-

brane systems, an appropriate model, represented by the membrane systems, for

distributed computing was shown by Ciobanu in [Ciobanu 2003, Nicolescu 2012,

Ciobanu et al. 2006, Dinneen et al. 2010]. This model emphasizes the algorith-

mic aspects related to the distributed systems computational power provided by

membrane systems. Because in membrane systems the process of passing objects

through membranes in both directions is similar to message passing, Ciobanu

considered a system of communicating membranes with antiport carriers, and the

main meaning regarding this choice is that the membrane will send and receive

information. Some basic algorithms of distributed computing, including algo-

rithms for broadcast, convergecast, flooding, leader election, mutual exclusion

in distributed systems, the fault tolerant systems and the consensus problem,

were presented in [Ciobanu 2003]. Broadcast, one of the basic algorithms, repre-

sents the core theory of distributed computing over communicating membrane

systems. Following Ciobanu, Lefticaru et al. [Lefticaru et al. 2010] presented a

method to determine the format of the rules of P systems utilized to specify a

broadcast, using a genetic algorithm (GA). In [Lefticaru et al. 2010], the broad-

casting algorithm defined within a P system framework was investigated by

considering a number of variants of P systems, and the dependencies between

the format of the rules in each compartment and the number of its neighbors,

as well as a method to automatically generate the rules in each compartment

depending on the number of neighbors.

To further solve the broadcasting problem shown in [Lefticaru et al. 2010],

this paper proposes a novel membrane algorithm, called hybrid particle swarm

optimization with wavelet mutation based on a P system (HPSOPS). To the best

of our knowledge, this is the first attempt to use a membrane algorithm to solve

the broadcasting problem defined within a membrane system framework. HP-

SOPS is designed with one-level membrane structure (OLMS) [Zhang et al. 2008],

transformation /communication-like rules in cell-like P systems and the evolu-

tionary rules of the hybrid particle swarm optimization with wavelet mutation

(HPSOWM) [Ling et al. 2008]. The choice of HPSOWM as a base algorithm
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to design HPSOPS is based on the following considerations. HPSOWM, intro-

duced in [Ling et al. 2008], is a hybrid particle swarm optimization incorporated

with the wavelet mutation. As compared with particle swarm optimization ap-

proaches, HPSOWM has a better performance with respect to the quality of

solutions and convergence. The better the base algorithm is, the better the per-

formance of the P system designed by the membrane algorithm is. We use a

large number of broadcasting problems with various types and sizes to test the

HPSOPS performance. Experimental results show that HPSOPS outperforms

HPSOWM and genetic algorithms in [Lefticaru et al. 2010], in terms of search

capability, efficiency, solution stability and precision.

This paper is organized as follows. Section 2 first gives a brief introduction

of cell-like P systems, and then the broadcasting problem through a P system

is described in detail. In section 3, HPSOPS is presented in detail. Section 4

discusses the parameter setting of HPSOPS. Section 5 provides a performance

comparison between HPSOPS and HPSOWM, GA.

2 Broadcasting problems through a P system

This section starts with a brief introduction of P systems, and then the broad-

casting problem is presented in detail.

2.1 Cell-like P systems

A P system is a new class of distributed and parallel computing devices in-

spired by the structure and functionality of living cells. The membrane struc-

ture of a cell-like P system is a hierarchical arrangement of membranes embed-

ded in a main membrane called the skin membrane. Each membrane defines

a region containing multisets of objects and related to a set of transformation/

communication-like rules. The multisets of objects evolve and move from a region

to a neighboring one by applying the rules in a nondeterministic and maximally

parallel way. Each object that may evolve must follow its corresponding rules. A

computation starts from an initial configuration to a new one, and stops when

no more evolution rules are available. The result of the computation is obtained

in the output membrane or emit from the skin membrane [Păun 2000].

The membrane structure of a cell-like P system can be formalized as follows

[Păun 2000, Păun 2002]

∏

= (O, T, µ, w1, ..., wm, R1, ..., Rm, i0)

where

- O is an alphabet of objects.
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- T ⊆ O (the output alphabet).

- µ is a membrane structure with m membranes and the regions labeled by

the elements of a given set H . m is called the degree of Π .

- ωi, 1 ≤ i ≤ m, are strings which represent multisets over O associated with

the regions 1, 2, . . . ,m of µ.

- Ri is a set of evolution rules.

- i0 is the output membrane.

A computation of the system is composed of a series of computing steps

between configurations. Each computation starts by processing the initial mul-

tisets, and follows the non-deterministic and maximally parallel manner. A

computation halts when there is no rule applicable in any region [Păun 2000,

Zhang et al. 2008].

1 

2 3 

4 5 7 8 

9 10 

11 12 13 14 

15 

6  *

Figure 1: The tree describing a membrane structure (the start node for broad-

casting is 6)

2.2 Broadcasting problems

A basic broadcasting problem is to send a message from one node of a net-

work to all the other nodes without revisiting them. In this paper, we study the

broadcasting problem defined within a P system framework. In a P system envi-

ronment, we abstract the P system membrane into a tree structure and then the

broadcasting problem for P systems involves sending the message through the

tree structure. The broadcasting problem for P systems does not consider the

format of the rules that may lead to a variety of types of P systems, even more

important, it mainly discusses specific complexity aspects of the communication

processes involved [Ciobanu 2003, Lefticaru et al. 2010].

Given the membrane structure of a cell-like P system, we assume that a

membrane mi has to send an object to all the membranes of the system. Clearly,
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we have two cases of broadcast, i.e., mi is the skin membrane (the root node),

and mi is any membrane (node). Because the second case is a generalization of

the first one, we discuss the algorithm for the second case.

In order to clearly illustrate the broadcasting problem, we consider a generic

node j surrounded by neighbors p, i, k; one of them may be a parent and the

others are children, or all of them are children. The message, denoted as O, might

come from any of them and then travels to the others. In order to conceive various

rules allowing the message received from one of its neighbors to travel through

j towards its other neighbors, four distinct cases illustrated by different types of

P systems were proposed in [Lefticaru et al. 2010]. Experiments show that the

following case has more appropriate features than the others. Therefore we also

consider this case in this paper.

Case: the compartment j contains the multiset p, i, k and the rules:
pc→ (j′Ocnj,p)p|¬p′
ic→ (j′Ocnj,i)i|¬i′
kc→ (j′Ocnj,k)k|¬k′

In this case j receives from p the multiset p′Occ. The symbol p′ acts as an

inhibitor of the first rule, preventing it from resending O back to p. c is an

object associated with a communication between two membranes. Two copies

of c allow the second and third rules to be executed. In the above rules nj,h are

integer values defining the number of non-visited neighbors of h, excluding j,

h ∈ {p, i, k}. It is easy to work out the relationship between the format of a rule

and the number of non-visited descendants of the neighbor associated with the

rule. These rules are applied in one step.

In order to further describe the broadcasting problem in detail, we give an

example with the membrane structure of a P system defined as:

µ = [[[]4[]5[[[[]15]11[]12]9[[]13[]14]10]6]2
[[]7[]8]3]1

then the membrane structure is mapped into the tree structure as shown in Fig.

1. According to the broadcasting principle, the message generated in a membrane

is sent to its parent membrane, and to all its directly contained son membranes

(if any). We assume that membrane 6 has to send an object to all membranes

of the system. The message from node 6 is first sent to nodes 2, 9, and 10. In

the following step, from these compartments the messages are sent to nodes 1,

4, 5, nodes 11, 12, and 13, 14, respectively. The process continues like this until

all the membranes are visited, and then the entire broadcasting ends.

We present the description of the first two steps of the broadcasting algorithm

in detail in this case.

First of all, we consider a general situation: a membrane j is included in

p and contains k membranes i1, ..., ik. We use Mj = {p, i1, ..., ik} to denote

the multisets in membrane j. The initial mutisets for the membrane structure

µ = [[[]4[]5[[[[]15]11[]12]9[[]13[]14]10]6]2[[]7[]8]3]1
are
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M1 = {2, 3}, M2 = {1, 4, 5, 6}, M3 = {1, 7, 8}, M4 = {2}, M5 = {2}, M6 =

{2, 9, 10}, M7 = {3}, M8 = {3}, M9 = {6, 11, 12}, M10 = {6, 13, 14}, M11 =

{9, 15}, M12 = {9}, M13 = {10}, M14 = {10}, M15 = {11}.
Step 1: The starting membrane is injected with an object O and a number

of objects c, each of which is for each neighbor. For example, if the starting

membrane is j = 6, shown in Fig. 1, then we get the multiset {2, 9, 10, O, c, c, c}
according to the initial multisetM6 and the additional symbols mentioned above;

the rules are:
R6 = {r6,2 : 2c→ (6′O)2(c2)

n6,2}|¬2′,
r6,9 : 9c→ (6′O)9(c9)

n6,9}|¬9′,
r6,10 : 10c→ (6′O)10(c10)

n6,10}|¬10′}
After these rules are applied in membrane 6, the objects 2, 9, 10, c, c, c

are consumed and only an O remains in this membrane, which means that the

message has been received.

Step 2: If in step 1, we consider n6,2 = 3, n6,9 = 2 and n6,10 = 2, then in

membranes 2, 9, 10 which are neighbors of 6, the multisets will be {1, 4, 5, 6, 6′, O,
c, c, c}, {6, 11, 12, 6′, O, c, c}, and {6, 13, 14, 6′, O, c, c}, respectively. The rules in

membranes 2,9,10 will be
R2 = {r2,1 : 1c→ (2′O)1(c1)

n2,1}|¬1′,
r2,4 : 4c→ (2′O)4(c4)

n2,4}|¬4′,
r2,5 : 5c→ (2′O)5(c5)

n2,5}|¬5′
r2,6 : 6c→ (2′O)6(c6)

n2,6}|¬6′}

R9 = {r9,6 : 6c→ (9′O)6(c6)
n9,6}|¬6′,

r9,11 : 11c→ (9′O)11(c11)
n9,11}|¬11′,

r9,12 : 12c→ (9′O)12(c12)
n9,12}|¬12′}

R10 = {r10,6 : 6c→ (10′O)6(c6)
n10,6}|¬6′

r10,13 : 13c→ (10′O)13(c13)
n10,13}|¬13′,

r10,14 : 14c→ (10′O)14(c14)
n10,14}|¬14′}

The rules r2,1, r2,4, r2,5, r9,11, r9,12, r10,13 and r10,14 are applied. We obtain the

following multisets {O}, {6, 6′, O}, {6, 6′, O}, {6, 6′, O}, in the regions 6, 2, 9 and

10, respectively. If in step 1, we consider n6,2 = 1 or n6,2 = 2, then at least one of

the rules r2,1, r2,4 or r2,5 cannot be applied, because a c is missing. And then in

the corresponding hierarchy of compartments the message O is not received. The

multiset in region 2 becomes {5, 6, 6′, O}, where 5, a neighbor of compartment

2, is the non-visited compartment.

If in step 1, we consider n6,2 > 3, and then the multiset is {1, 4, 5, 6, 6′, O,
cn6,2}. After the three rules r2,1, r2,4, r2,5 are applied, the multiset becomes

{6, 6′, O, cn6,2−3}. The process starts again from the compartments which have

been impacted on by the communication rules in step 2.

From this example we can discover the following rules about the value nj,i:

if the values nj,i are chosen appropriately, each membrane will get an O and

no c finally; if nj,i is less than the expected value, at least one compartment

will not receive the message O; if the value of nj,i is greater than the expected

one, we will receive a certain number of c in some compartments; when the
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inhibitors i′ are present in compartments, some values of nj,i do not count, i.e.,

n2,6, n9,6, n10,6; The number of relevant nj,i values is the same as the number of

pairs of parent-child relationships in the membrane structure and is equal to the

number of compartments minus 1.

Following the rules mentioned above, we can obtain the solution for the

membrane structure given in Fig. 1 as follows:
n6,2 = 3, n6,9 = 2, n6,10 = 2, n2,1 = 1, n2,4 = 0, n2,5 = 0, n9,11 = 1,

n9,12 = 0, n10,13 = 0, n10,14 = 0, n1,3 = 2, n11,15 = 0, n3,7 = 0, n3,8 = 0
the other values of nj,i do not count.

By using the above values of nj,i , the P system will end with the mutisets

shown as follows:
M1 = {2, 2′, O},M2 = {6, 6′, O},M3 = {1, 1′, O},M4 = {2, 2′, O},
M5 = {2, 2′, O},M6 = {O},M7 = {3, 3′, O},M8 = {3, 3′, O},
M9 = {6, 6′, O},M10 = {6, 6′, O},M11 = {9, 9′, O},M12 = {9, 9′, O},
M13 = {10, 10′, O},M14 = {10, 10′, O},M15 = {11, 11′, O}

where Mj (j = 1, ..., 15) is the multiset inside the compartment j.

Considering the non-determinism of the P system, for the same values of

some parameters, there will be different messages sent. i.e., in Fig. 1, if n6,2 = 2,

M2 = {1, 4, 5, 6, 6′, O, c, c}; if r2,1 and r2,4 are applied, the compartment 5 will

not receive any message. Similarly, if r2,4 and r2,5 are applied, four compartments

in the subtree rooted in 1 will not be visited.

The fitness function simulating the broadcasting in the tree, starting from

the root and using the parameters ni,j , was given in [Lefticaru et al. 2010] and

is shown in (1). At the end of the broadcasting, each candidate solution was

evaluated by counting the unvisited nodes and the extra messages sent to the

nodes.

fitness = λ · no of unvisited nodes+ no of extra messages (1)

where no of unvisited nodes denotes the number of nodes which have not re-

ceived the message and do not contain any object O at the end of the compu-

tation; no of extra messages is the number of extra objects c that cannot be

consumed and are still present in the nodes at the end of the computation; λ is

a positive penalty (or weight) parameter which weights the importance of the

no of unvisited nodes or the no of extra messages. According to the investi-

gation in [Lefticaru et al. 2010], λ is set to 10 in the following experiments.

3 HPSOPS

Both P systems and evolutionary algorithms (EAs) are parallel models inspired

by nature. P systems can provide a suitable framework for parallel-distributed

computation and EAs have very extensive applications in solving numerous opti-

mization problems, so it is advisable to combine P systems with EAs to produce
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a new kind of algorithms, called membrane algorithms. Since membrane algo-

rithms were introduced, they have attracted much attention and they are still

under investigation in methodological aspects and practical applications in re-

cent years. In [Zhang et al. 2008], a membrane algorithm, QEPS, was presented

by combining quantum-inspired evolutionary algorithms with P systems, where

one-level membrane structure (OLMS) was introduced, to solve a class of well-

known combinatorial optimization problems, knapsack problems. QEPS was also

successfully applied to solve satisfiability problems, also a class of well-known

combinatorial optimization problems [Zhang et al. 2009]. In [Zhang et al. 2010],

a modified QEPS (MQEPS) with a local search was used for time-frequency

atom decomposition for analyzing radar emitter signals. In [Cheng et al. 2011]

and [Zhang et al. 2011], OLMS was combined with differential evolution and

ant colony optimization to solve numerical optimization and traveling salesman

problems, respectively. In [Zhou et al. 2010], a preliminary study on the mem-

brane algorithm combining P systems with PSO was made. This paper goes

further to discuss the interaction of P systems and PSO. In [Zhang et al. 2010],

the first attempt to comparatively analyze QEPS and QIEA by using population

diversity and convergence measures shows that QEPS has a stronger capacity

of balancing exploration and exploitation than QIEA. This analysis provided a

very illustrative way for a better understanding of the role played by P systems

in the context of membrane algorithms.

PSO, developed by Kennedy and Eberhart [Kennedy and Eberhart 1995],

is an optimization algorithm from the learning process of swarm intelligence

and human cognition. Comparing with other evolutionary algorithms, PSO has

comparable or even better search performance for many NP-hard optimization

problems due to its faster and more stable convergence rate. However, obser-

vations reveal that PSO sharply converges in the early stage of the searching

process, thus it will quickly saturate or even terminate the further searching

process. In order to overcome this drawback of PSO, HPSOWM was proposed

in [Ling et al. 2008] in which the PSO was hybridized with wavelet-theory-based

mutation. Experimental results conducted on a suite of benchmark test functions

and three industrial applications empirically show that HPSOWM significantly

outperforms several EAs in terms of convergence speed, solution quality, and so-

lution stability. To make full use of the advantages of HPSOWM, this paper uses

it to design a membrane algorithm, HPSOPS, with the hierarchical framework

of cell-like P systems.

Based on the concepts and principles of HPSOWM and P systems, HPSOPS

employs the evolutionary rules of HPSOWM, transformation/communication-

like rules in P systems and an OLMS in which the skin membrane contains m

elementary membranes defining m regions. The objects employed will be orga-

nized as multisets. The evolutionary rules of HPSOWM as well as transforma-
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tion/ communication-like rules of P systems will be responsible for evolving the

system and selecting the best individuals [Zhang et al. 2008].

The pseudocode algorithm for HPSOPS is presented in Fig. 2 and the detailed

description is as follows:

combi i P s stems a e etic al orithms was prese te t solve umerical

ptimizati pr blems I [Z a et al 8] Z a et al prese te a evol ti ar

al orithm QEPS c mbi i antum-i spire e l ti ar al orithms wit P

s stems, w ere e-level membra e str ct re (OLMS) was i tr ced, to solve a class

of well- ow combi atorial ptimizati pr blems apsac pr blems QEPS was

als s ccessf ll a lie t sol e satisfia ilit pr blems als a class of well- ow

combi atorial ptimizati pr lems [Z a et al 2009] I [Z a et al Li et

al. 2010, Li  et al. 2009a] several aria ts of QEPS were i tr ced to deal wit  time-

fre e c at m dec mpositi a di ital filter desi I [Li et al ] a

prelimi ar st t e membra e al orithm c mbi i P s stems wit particle

swarm ptimizati was made T is paper oes f rt er t disc ss t e interacti of P

s stems a particle swarm ptimizati

Particle swarm ptimizati (PSO) devel pe Ke e a Eber art

[Ke e a Eber art 1995] is a ptimizati al orithm fr m t e lear i process

of swarm i telli e ce a huma c iti C mpari wit ot er evol ti ar
al orithms PSO as c mparable r e e better searc performa ce for ma NP- ar

ptimizati pr blems e t its faster a more stable c ver e ce rate However

bser ati s reveal t at PSO s arpl c ver es i t e earl sta e of t e searc i

process, t s it will ic l  sat rate or eve termi ate t e f rt er searc i process. I

order t overcome t e drawbac of PSO a bri particle swarm ptimizati si a

wavelet-t eor -base mutati perati (HPSOWM) was r pose i [Li et al

2008]. E perimental res lts c cte  a s ite of be chmar test f cti s a t ree

i strial applicati s empiricall s ow t at HPSOWM si ificantl tperforms

several EAs i terms of c ver e ce spee sol ti alit a sol ti stabilit T

ma e f ll se of t e adva ta es of HPSOWM t is paper ses it t desi a membra e

al orithm, HPSOPS, wit t e ierarc ical framewor  of cell-li e P s stems

Base t e c cepts a pri ciples of HPSOWM a P s stems HPSOPS

empl s t e evol ti ar r les of HPSOWM tra sformati /c mm icati -li e

r les i  P s stems a d OLMS s ow  i  Fi re 1, w ere t e s i membra e c tai s m

elementar membra es defi i m re i s T e bjects empl e will e r a ize as

m ltisets T e evol ti ar r les of HPSOWM as well as tra sformati /c mm -

icati -li e r les of P s stems will be res si le for e l i t e s stem a d selecti

t e best i divi als [Z a  et al. 2008]

T e pse docode al orithm for HPSOPS is prese te i Fi a t e detaile

descripti  is as follows:

 

Begin

1t   

(i) Initialize membrane structure and ( )X t , ( )V t  

(ii) Allocate individuals for each elementary membrane 

While (not termination condition) do 

For 2 : 1i m !  

(iii)          Perform HPSOWM in the ith elementary membrane 
End 

(iv)       Execute communication rules 

1t t !  

End 

End 

Figure 2: The pseudocode algorithm for HPSOPS

(i). In this step, the membrane structure [1[2]2[3]3[4]4...[m+1]m+1
]
1
composed

of a skin membrane denoted by 1 and m regions inside the skin membrane

is constructed. A particle swarm X with n particles in a D-dimensional

search space, X = {x1, x2, x3, . . . . . . xn} , is initialized, where xi is an

arbitrary individual in X and xi is represented as xi = (xi1, xi2, xi3, . . . ,

xiD). The velocity is described as vi = (vi1, vi2, vi3, . . . viD).

(ii). n individuals are randomly allocated into the m elementary membranes

in a non-deterministic way, i.e., at least one individual selected from n

individuals in a random way is put into each elementary membrane and

each of the rest n −m individuals is randomly chosen into any arbitrary

one of the m elementary membranes. Multisets are initialized as follows:
w1 = λ,

w2 = b1b2b3...bn1 ,

w3 = bn1+1bn1+2...bn2 ,

......

wm+1 = bn(m−1)+1bn(m−1)+2...bnm , nm = n
where n is the population size and bi, 1 ≤ i ≤ n is an individual.

(iii). Evolution rules in each of the compartments 2 to m+1 are implemented.

HPSOWM is independently performed in all elementary membranes. The

pseudocode algorithm for HPSOWM is shown in Fig. 3, and the detailed

description is as follows.
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(a) The evolutionary generation gi, 1 ≤ i ≤ m for HPSOWM in the t← 1

elementary membrane is set to a uniformly random integer.

(b) Find pbest: compare the evaluated fitness value of each particle with

pbest, which is the best solution of each particle in the history. If the

current value is better than pbest, the current fitness value and the

current particle location are assigned to pbest and the pbest’s location,

respectively.

(c) Find gbest: if the current fitness value is better than gbest, which is the

best solution of the whole population, gbest is assigned to the current

fitness.

(d) Update the velocities of the particles according to (2).

vid(t+1) = w·vid(t)+c1·r1 ·(pid(t)−xid(t))+c2·r2 ·(pgd(t)−xid(t)) (2)

where r1 and r2 are uniform random numbers in the range of (0, 1);

c1 and c2 are acceleration coefficients, usually c1 = c2 = 2.05; w is a

weight coefficient varying in [0.1, 0.9]; the value of vid can be clamped

to the range [−Vmax, Vmax] to ensure that particles are scattered in the

search space (if the prescribed ranges are exceeded by vid , the ones

will be set again in the range).

(e) Update the locations of the particles according to (3).

xid(t+ 1) = xid(t) + vid(t+ 1) 1 ≤ i ≤ ni 1 ≤ d ≤ D (3)

whereD denotes the dimension of the particle. Generally speaking, the

range of the dth dimensional position is set in [paraj
min, paraj

max] (if

the prescribed ranges exceed by xid, the ones will be set again in the

range).

(f) Wavelet mutation operation is implemented. The details of the op-

eration are as follows. Each particle element of the swarm will have

a chance to mutate that is governed by a probability of mutation

pm ∈ [0, 1]. For each particle element, a random number between 0

and 1 will be generated such that if it is less than or equal to pm,

a mutation will take place on that element. For instance, if xp(t) =

[xp1(t), xp2(t), . . . , xpD(t)] is the selected pth particle, and the element

of particle xpj(t) is randomly selected for the mutation (the value of

xpj(t) is inside the particle element’s boundaries [paraj
min, paraj

max]),

the resulted particle is given by xp(t) = [xp1(t), xp2(t), . . . xpD(t)],

where

xpj(t) =

{

xpj(t) + δ × (paraj
max − xpj(t)) if δ > 0

xpj(t) + δ × (xpj(t)− parajmin) if δ ≤ 0
(4)

in which j = 1, 2, . . . ,D, and

δ =
1√
a
ψ(
φ

a
) (5)

where ψ(x) is called a “mother wavelet”; a is the dilation parameter.

In this paper, the Morlet wavelet defined in (6) is chosen as the mother
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wavelet in the wavelet mutation operation.

ψ(x) = e−x2/2 cos(5x) (6)

By using the Morlet wavelet in (6) as the mother wavelet, function (5)

can be described as

δ =
1√
a
e−(φ

a )
2
/2 cos(5(

φ

a
)) (7)

where φ can be randomly generated from [−2.5a, 2.5a] . The value of

the dilation parameter a is set to a variable varying with the value

of t/T to meet the fine-tuning purpose, where T is the total number

of iterations and t is the current number of iterations. A monotonic

increasing function governing a and t/T is presented as follows

a = e− ln(g)×(1− t
T )ξwm+ln(g) (8)

where ξwm is the shape parameter of the monotonic increasing function

and g is the upper limit of parameter a. The dilation parameter a is

governed by the monotonic increasing function (8) which is controlled

by the parameters ξwm and g.

According to the discussion in [Ling et al. 2008], g =10000 is a good

choice to the algorithm performance and no formal methods are avail-

able to choose the value of the parameter ξwm which depends on the

characteristics of an optimization problem. Thus, considering the con-

clusions in [Ling et al. 2008] and the characteristics of broadcasting

problem, ξwm is set to 0.5 in the following experiments.

(iv). Communication rules are implemented between elementary membranes

and the skin membrane. The detailed description is as follows. The com-

munication rules are used to exchange some information among the m

regions or between each region and the skin membrane. HPSOPS employs

pbest and gbest to generate the offspring, therefore HPSOPS applies the

communication rules to send the best fit individual in each elementary

membrane into the skin membrane and send pbest and gbest of the best

individual from the skin membrane back to each region. After the process,

the population in each elementary membrane is updated and will guide

the individuals toward better solutions at the next evolutionary step.

(v). Repeat Steps (ii) and (iii) until the termination condition is satisfied. The

result in the skin membrane is regarded as the final solution of the problem.

HPSOPS uses a P system-like framework, in which the rules are applied to the

objects accordance with the behavior described above. In HPSOPS, the initial

particle swarm is assigned to the membrane structure randomly. The initial

population is composed of the multisets w2, w3, ..., wm+1. Each membrane applies

rules in step (ii) to select the best individuals at the current generation. The

computations in all membranes are parallel and independent. The computation

1831Zhang G., Zhou F., Huang X., Cheng J., Gheorghe M., Ipate F., Lefticaru R. ...



will not halt until the best fit solution remains unchanged for a certain number

of generations.

Begin

Set the iterations for each elementary  membranes; 

1t 
While (not termination condition) do

For i=1:
i
n

 Store the best position pbest obtained by
i
P so far 

 Store the best position gbest obtained by  all
i
P so far 

 Update particle’s velocity ( )V t

Update particle’s position ( )X t

Perform mutation operation with 
m
p    % wavelet mutation 

Update ( )
p

jx t based on (4)-(8) 

End 

1t t !

End 

End 

Figure 4: The pseudocode algorithm for HPSOWM

Parameters Settin

This secti iscusses how t set the mber of elementar membranes i HPSOPS

thr determini the unknow values
j

I order t investigate the effect of the parameter the HPSOPS

performa ce i solvi the broadcasti pr blem the number of elementar
membranes varies from t the interval i the e periments The pulati

size is set t The s pulati size i the it membrane i m  is set t a

uniforml random integer range from t 20- + conditi that the sum of

equals The evolutionar generati of eac elementar

membrane i m  is set t a iforml random i teger range from t

HPSOPS uses tw st ppi criterions: the maximal mber of generations is

reac e or the timal sol ti is f i e fitness (all the tree nodes are visite

a extra message is sent) [Lefticar et al 2010]
I the e periments we consider the trees wit ifferent number of nodes

i e N { a wit a random number of sons This means that eac of

non-leaf nodes ca have a different number of sons whic ca be randoml chose

wit a equal pr babilit from the set }s where is the maximal number of

sons that ca be chose randoml I this case for eac number f nodes

N { } (correspondi t the number of compartments i a P system)

we consider all the values } A tree is generate accordi t

the structural criteri

Figure 3: The pseudocode algorithm for HPSOWM

4 Parameter Setting

This section discusses how to set the number m of elementary membranes in

HPSOPS through determining the unknown values ni,j .

In order to investigate the effect of the parameter m on the HPSOPS perfor-

mance in solving the broadcasting problem, the number m of elementary mem-

branes varies from 2 to 20 by the interval 2 in the experiments. The population

size is set to 20. The subpopulation size in the ith membrane ni , 1 ≤ i ≤ m

, is set to a uniformly random integer ranged from 1 to 20-m+1 on condition

that the sum of n1, n2, ..., nm equals 20. The evolutionary generation of each el-

ementary membrane gi, 1 ≤ i ≤ m , is set to a uniformly random integer ranged

from 1 to 40. HPSOPS uses two stopping criteria: the maximal number 10000

of generations is reached or the optimal solution is found, i.e., fitness = 0 (all

the tree nodes are visited and no extra message is sent) [Lefticaru et al. 2010].

In the experiments, we consider the trees with different number of nodes,

i.e., N ∈ {10, 15, 20, . . . , 50}, and with a random number of sons. This means

that each of non-leaf nodes can have a different number of sons, which can be

randomly chosen, with an equal probability, from the set {1, . . . , s}, where s is

the maximal number of sons that can be chosen randomly. In this case, for each
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number of nodes N ∈ {10, 15, 20, . . . , 50} (corresponding to the number of com-

partments in a P system), we consider all the values s ∈ {2, 3, 4, 5, 6, 7, 8, 9, 10}.
A tree is generated according to the structural criterion.

When the total number of nodes is 10, 15,. . ., 50, respectively, we record the

average number of evolutionary generations for obtaining the optimal solution

in each number of membranes. Fig. 4 shows the average number of evolutionary

generations varies with the maximal number s of sons, where s means that the

number of sons for each node varies from 0 to s. These experimental results

show that HPSOPS has better performance, i.e., with smaller average number

of evolutionary generations for reaching the optimal solutions, when the number

of elementary membranes is 6. Thus, the parameter m could be assigned as 6 in

the following experiments.
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(b) N=15

5 Experimental Results

In this section, two cases, N ≤ 50 and N > 50 , are considered. The former case

is used to compare HPSOPS with HPSOWM and GA. The latter case is applied
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(c) N=20
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(d) N=25
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(e) N=30
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(f) N=35
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(g) N=40
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(h) N=45

to further show the performance difference between HPSOWM and HPSOPS.

All the experiments are implemented on the platform MATLAB 7.4 by using a

PC with 1.7GHz CPU, 512MB RAM and Windows XP OS.

5.1 Comparisons of HPSOPS, HPSOWM and GA for N ≤ 50

In this subsection, experiments carried out on broadcasting problems are ap-

plied to draw a comparison between HPSOPS and its counterpart HPSOWM

[Ling et al. 2008], GA [Lefticaru et al. 2010]. The parameter setting is the same

as in Section 4. In the experiments, the number of nodes in the tree has 9

choices, i.e., 10, 15, 20, 25, 30, 35, 40, 45 and 50. The maximal number of sons

for each node can be chosen as any one of 9 choices: 2, 3,. . ., 10. Thus, there

are 81 cases. Each of these cases is executed for 30 independent runs. Exper-

imental results of HPSOPS, HPSOWM and GA are shown in Tables 1-2 and

Figs. 5-6. It is worth pointing out that the statistical results of GA are referred

to [Lefticaru et al. 2010]. The average generations used to find the optimal solu-

tions are shown in Table 1, where the first row and the first column represent the

maximal number of sons and the number of nodes, respectively. Table 2 shows

the average rates of successfully finding the optimal solutions over 30 runs. In
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(i) N=50

Figure 4: Average generations of HPSOPS for trees with N nodes and variable

number of sons, m is the number of elementary membranes

Table 2, the first row and the first column represent the maximal number of

sons and the number of nodes, respectively. To clearly illustrate the experimen-

tal results, Fig. 5 shows the average generations used by HPSOPS, HPSOWM

and GA, respectively. Fig. 6 shows the average successful rates of HPSOPS,

HPSOWM and GA, respectively.

As it can be seen from Tables 1, 2 and Fig. 5, HPSOPS uses lower number

of evolutionary generations than GA and HPSOWM to successfully solve the

broadcasting problems; HPSOWM is superior to GA with respect to the aver-

age generations. Tables 1, 2 and Fig. 6 show that the successful rates obtained

by HPSOWM and HPSOPS are more stable than those obtained by GA. The

successful rates of GA decrease quickly when the number of nodes is greater than

45. The higher the number of nodes is, the lower are the successful rates. But

both HPSOPS and HPSOWM achieve the successful rates 100% for all cases.

To further test HPSOPS and HPSOWM performances, we will conduct more

experiments in the following subsection.

5.2 Comparisons of HPSOWM and HPSOPS for N > 50

This subsection provides more experimental results to show the performance

difference between HPSOPS and HPSOWM. In the experiments, the number of

nodes in the tree increases from 10 to 150 by the interval 5 and the rest parameter

setting is the same as that in Section 4. All the tests are executed for 30 indepen-

dent runs. For each test, we record the mean and standard deviation of the best

fitness (MF, SF) over 30 runs, the mean number of generations (MG, SG) over 30

runs for successfully finding the optimal solutions, and the cumulated duration of

time for 30 runs (Dur.). successful rates for trees with a variable number of sons s
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2 3 4 5 6 7 8 9 10

10

GA 63.27 58.27 58.80 72.73 66.50 64.47 57.10 57.13 66.30

HPSOWM 59.3 53.56 50.87 49.04 54.55 61.67 58.21 60.34 58.91

HPSOPS 48.24 48.67 45.33 38.46 40.67 40.67 42.31 44.67 42.67

15

GA 155.4 148.4 158.9 163.6 159.4 152.6 147.7 152.0 153.9

HPSOWM 89.4 97.2 84.0 80.4 83.6 94.2 90.4 98.7 91.5

HPSOPS 78.0 61.3 62.0 58.6 64.6 55.3 68.2 60.1 63.3

20

GA 381.2 379.9 356.5 358.5 353.9 328.9 382.5 407.4 376.8

HPSOWM 197.4 175.5 187.0 167.6 201.6 204.4 194.0 187.7 199.4

HPSOPS 102.5 84.4 89.3 78.6 88.3 74.6 72.0 77.3 76.6

25

GA 882.9 772.1 823.4 863.5 833.2 842.6 834.8 822.1 834.2

HPSOWM 267.3 294.3 237.8 258.7 298.1 306.6 268.3 293.9 274.3

HPSOPS 120.6 112.3 106.6 94.6 92.8 105.3 96.0 94.7 99.3

30

GA 1549.3 1519.5 1785.0 1475.8 1657.5 1691.4 1423.4 1579.1 1451.1

HPSOWM 346.4 446.3 316.6 406.7 353.6 383.3 354.7 385.4 367.2

HPSOPS 161.3 134.4 146.6 135.3 124.6 106.6 114.0 94.7 112.6

35

GA 2864.5 2700.2 2822.2 3073.1 2491.6 2426.2 2681.9 2952.8 2610.6

HPSOWM 401.5 581.2 513.6 551.5 518.8 553.3 538.5 494.9 532.5

HPSOPS 180.3 166.5 149.3 148.6 132.2 120.6 145.3 126.5 118.3

40

GA 4112.8 4785.1 4557.3 4120.0 4534.5 4819.1 4281.4 4317.2 4343.1

HPSOWM 734.4 834.7 704.0 700.5 759.3 878.0 789.0 758.3 774.5

HPSOPS 236.4 205.3 157.3 160.9 159.3 138.6 146.6 161.3 168.1

45

GA 6733.4 7226.0 6764.3 7079.8 6686.4 6328.5 6766.3 6997.1 6519.5

HPSOWM 947.4 956.6 1044.8 1017.4 973.1 992.5 967.0 1006.4 984.6

HPSOPS 288.6 212.6 202.4 189.3 199.3 168.0 170.6 160.6 187.3

50

GA 9223.7 9554.1 9311.4 8869.9 8775.8 8571.3 8782.7 8849.4 8994.0

HPSOWM 1234.1 1334.5 1534.0 1734.0 1397.3 1963.6 1502.3 1834.2 1334.5

HPSOPS 325.3 236.4 233.3 246.4 207.3 190.6 179.3 179.3 190.5

Table 1: Average generations of GA, HPSOWM and HPSOPS

are show in Fig. 7. For page limits, we put the detailed numerical results behind

Fig. 7 on the website http://staffwww.dcs.shef.ac.uk/people/M.Gheorghe/.

Several conclusions can be drawn from Fig. 7. When HPSOWM is used to

solve the broadcasting problems, the successful rates begin to decrease and vary

for different problems after the number of nodes is greater than 80. As the

number of nodes becomes larger, HPSOWM obtains lower successful rates. When

the number of nodes is 100, the successful rates of HPSOWM decrease below

80%. So it is not necessary to perform more experiments. The successful rates of

HPSOPS are always at the level of 100% for various broadcasting problems when
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2 3 4 5 6 7 8 9 10

10

GA 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOWM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOPS 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

15

GA 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOWM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOPS 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

20

GA 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOWM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOPS 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

25

GA 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOWM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOPS 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

30

GA 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOWM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOPS 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

35

GA 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOWM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOPS 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

40

GA 100.0 100.0 100.0 100.0 100.0 100.0 100.0 96.7 100.0

HPSOWM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOPS 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

45

GA 83.3 90.0 83.3 80.0 93.3 93.3 86.7 83.3 93.3

HPSOWM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOPS 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

50

GA 40.0 40.0 33.3 50.0 63.3 53.3 56.7 40.0 50.0

HPSOWM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

HPSOPS 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Table 2: Successful rates of GA, HPSOWM and HPSOPS

the number of nodes is lower than 110. The successful rates of HPSOPS decrease

gradually as the number of nodes increase from 110 to 150. When the number of

nodes is 145, HPSOPS can still achieve at least 75% successful rate. Therefore,

the results indicate that HPSOPS can obtain slower decrease of successful rates

than HPSOWM.
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(b) HPSOWM
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(c) HPSOPS

Figure 5: Average generations of different algorithms for trees with N ≤ 50

nodes and variable number of sons between 1, . . . , s

6 Conclusions

This paper discusses the application of a novel membrane algorithm, HPSOPS,

to broadcasting problems modeled by tuning the rules of a P system. By intro-

ducing the hierarchical framework, OLMS, and transformation/communication-

like rules of cell-like P systems into HPSOWM, we design a more effective and

efficient approximate algorithm. Extensive experiments conducted on the broad-

casting problem with various nodes and sons show that HPSOPS outperforms

its counterparts HPSOWM and GA [Lefticaru et al. 2010], in terms of search

capability, efficiency, solution stability and precision.
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Figure 6: Successful rates of different algorithms for trees with N ≤ 50 nodes

and variable number of sons between 1, . . . , s
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Figure 7: Successful rates of different algorithms for trees with N > 50 nodes

and variable number of sons between 1, . . . , s
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