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Abstract: Artificial Intelligence plays a significant role in building effective cyberse-
curity tools. Security has a crucial role in the modern digital world and has become an
essential area of research. Network Intrusion Detection Systems (NIDS) are among the
first security systems that encounter network attacks and facilitate attack detection
to protect a network. Contemporary machine learning approaches, like novel neural
network architectures, are succeeding in network intrusion detection. This paper tests
modern machine learning approaches on a novel cybersecurity benchmark IoT dataset.
Among other algorithms, Deep AutoEncoder (DAE) and modified Long Short Term
Memory (mLSTM) are employed to detect network anomalies in the IoT-23 dataset.
The DAE is employed for dimensionality reduction and a host of ML methods, includ-
ing Deep Neural Networks and Long Short-Term Memory to classify the outputs of
into normal/malicious. The applied method is validated on the IoT-23 dataset. Fur-
thermore, the results of the analysis in terms of evaluation matrices are discussed.
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1 Introduction

The digital world excerpts a massive influence on modern life; never before has

this fact been this clear. The recent events connected to the global pandemic

emphasised the role of the cyber world in contemporary society. The domain

of cybersecurity is rising in importance year after year [Bobowska et al., 2018],

[Bieniasz et al., 2019].

For years now, and even more so with the recent events in the picture, cy-

bersecurity has been a significant field of research.
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The approaches of the cybersecurity domain offer a degree of protection

against contemporary threats. Network Intrusion Detection Systems (NIDS) are

a group of defense mechanisms that make substantial contributions in ensuring

the protection of assets connected to a network [Zong et al., 2020]. The tools

augmented by machine learning have been gaining traction for many years now.

In cybersecurity, the premise of automating the effective detection of network

traffic abnormalities causes research to gravitate to the use of those methods.

The fast-paced evolution of the leading-edge technologies, such as cloud

computing or the Internet of Things (IoT) [Dhanabal and Shantharajah, 2015],

spawns novel hazards. A multitude of research works have been conducted in the

domain of intelligent IDS for different kinds of applications [da Costa et al., 2019].

At present, in concurrence with the newest trends of ML research in other

fields, the state-of-the-art advancements in neural network technology are ap-

plied in network intrusion detection, for their potential to construct accurate

models from difficult data.

In network intrusion detection, the volume, velocity and variety of data in

modern networks (also known as the V’s of Big Data) are all challenges that

need to be handled. This predicament spurred a number of solutions - some of

the contemporary big data handlers utilise Apache Kafka. We have investigated

the use of Kafka to perform effective intrusion detection for streaming data in

[Kozik and Choraś, 2017] and [Komisarek et al., 2020]. The developed solution

is a scalable data processing framework which is well suited for processing Big

Data workloads. The key element of this framework is the capability to integrate

multiple machine learning models [Kozik and Choraś, 2017]. The framework has

so far been equipped with a range of state-of-the-art IDS mechanisms. In this pa-

per, an approach featuring several deep learning algorithms is tested on a brand

new IoT benchmark dataset with the intention of augmenting the developed

solution with a stronger detection method.

1.1 Contributions and structure

In general, ML algorithms are capable of inferring the non-linear relationships in

large sets of observations [Arel et al., 2009]. This prompts cybersecurity research

to apply various deep learning methods to evaluate if the obtained detection

results can be further improved [Roy et al., 2017]. Therefore, this work attempts

to facilitate an efficient deep learning mechanism to detect network anomalies

and an attentive study of a recently published reference-point dataset IoT-23.

The reported results are promising and this research will be further continued

within the H2020 InfraStress project 1.

1 This research work is a continuation of our previously published pa-
per [Dutta et al., 2020a] within the framework of the H2020 InfraStress project
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The effort described in the following pages attempts to fulfil the objective

of offering a capable anomaly detection approach, following the characterisation

disclosed below:

– The work proposes leveraging deep learning algorithms: DAE, LSTM and

Multi Layer Perceptron (MLP/DNN) to detect network anomalies;

– The authors implement a dimensionality reduction approach in the form

of a Deep AutoEncoder (DAE) in order to decrease the number of fea-

tures in the vector used to train the classifier, as it was formulated in

[Dutta et al., 2020b];

– LSTM cells are utilised to enhance classification effectiveness following the

premise of distinguishing time-related relationship;

– The approach is tested on the recently released and publicly available IoT-23

[Agustin et al., 2020] dataset which incorporates lifelike, modern traffic data

from IoT devices;

– Finally, the described method is thoroughly evaluated via a series of exper-

iments, noting the improvements in a range performance metrics.

The remaining part of the paper discusses these contributions in-depth. In sec-

tion 2, the recent works in the domain have been discussed. Section 3 offers a

summary of the suggested approaches. Section 4 delineates the details of the

setting of the study and the obtained results. Eventually, section 5 ends with

conclusions, and the possibilities of future research.

2 Literature Review

’Conventional’ machine learning (sometimes referred to as ’shallow’ models)

has been investigated at length in the literature. NIDS commonly incorporate

Random Forest (RF), Support Vector Machines (SVM), K-Nearest Neighbour

(KNN), Näıve Bayes (NB), logistic regression (LR), Decision Trees (DT), and

clustering methods [Liu and Lang, 2019].

Ektefa et al. [Ektefa et al., 2010] contemplate network intrusion detection

using several machine learning techniques and stipulate that the conducted ex-

periments clearly display that the proposed classifier, based on Decission Trees,

outperformed the SVM.

In [Goeschel, 2016], Goeschel et al. suggested an aggregated approach that

incorporates SVM, DT, and NB algorithms, respectively. Initially, they trained

an SVM to classify the data into in a binary fashion. Thereafter, for the mali-

cious datapoints, the authors employed another approach (i.e., decision tree) to

investigate the distinct malicious labels. The applied approach can distinguish
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only the categories that were included in the training set. Therefore, the authors

decided to apply a Näıve Bayes (NB) classifier to identify unrecognised mali-

cious samples. Hence, applying the strengths of the chosen classifiers, the offered

aggregated approach reaches the accuracy of 99.22% on the KDD99 dataset. Sim-

ilarly, Panda et al. [Panda et al., 2012] ponder a double-level network intrusion

detection algorithm. In the preliminary stage, the authors employed a balanced

nested dichotomy. This is followed by a random forest classifier. The following

setup achieved a superior classification rate, lowering the false detection rate at

the same time. The method uses principal components to lower the number of

dimensions.

Deep learning algorithms leverage non-linear modelling in network traffic

data through the use of multiple hidden layers [Gao et al., 2020]. The process of

proper feature engineering can become problematic for detection mechanisms in

NIDS. To alleviate this problem, some contemporary neural network algorithms

offer a direct process for raw features, allowing them to fit to the unprocessed

data and then perform classification [Liu and Lang, 2019].

B. Abolhasanzadeh [Abolhasanzadeh, 2015] uses a deep autoencoder for di-

mensionality reduction as part of intrusion detection on the NSL-KDD dataset.

Potluri et al. [Potluri et al., 2018] evaluates a convolutional neural network-based

network intrusion detection mechanism. The research employed the NSL-KDD

and the UNSW-NB15 benchmark datasets. Then, as part of the process, the

datasets are converted into an image-like format. The authors build a three-

layer convolutional neural network (CNN) to label the attacks. The work is

compared the state-of-the-art networks (e.g., ResNet50 and GoogLeNet), and

the designed CNN method offered the finest outcomes, with accuracy in the

range of 94.9% on the UNSW-NB15 and 91.14% on the NSL-KDD, respectively.

In [Al-Qatf et al., 2018], Al-Qatf et al. merge a sparse autoencoder with a SVM

supported by self-taught learning (STL) framework to detect network intrusions.

Torres et al. [Torres et al., 2016] utilises recurrent neural networks to classify

the network traffic after having converted the feature vector from the dataset

into characters. In their work, K. Jihyun et al. [Kim et al., 2016] employed LSTM

with the KDD Cup’99 dataset. The proposed LSTM-RNN got up to 96.93%

accuracy with 98.88% recall [Hodo et al., 2017].

The reviewed literature suggests that flow-based methods are finding their

way to network intrusion detection. The lack of novel and up-to-date cybersecu-

rity datasets is remains a problem, just as finding the most appropriate collection

of features.

As machine learning shows a lot of promise, it has been carefully studied,

taking into consideration dozens of various possible applications, and the out-

comes of the experiments proved to be fairly impressive [D’Angelo et al., 2019]

[D’Angelo et al., 2020].
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For instance, Kim et al. [Jin Kim et al., 2017] have constructed a Deep Neu-

ral Network (DNN), containing 4 computational layers. The network was trained

on a subset of the KDD99 benchmark dataset, using the ADAM (adaptive mo-

ment estimation) optimisation algorithm, and produced very good results.

In Yan and Han’s [Yan and Han, 2018] work, a Stacked Sparse AutoEncoder

(SSAE) was applied for detecting attacks that the NSL-KDD dataset contains.

After having reorganized the original data into a number of subsets and con-

ducting the experiment on them, the accuracy of the system reached 98.63%.

In the paper by Dutta et al. [Dutta et al., 2020b], a hybrid anomaly detec-

tion system was presented, where a Deep Neural Network (DNN) incorporated a

Deep AutoEncoder (DAE) and was trained on the UNSW-NB15 dataset, achiev-

ing 91.29% accuracy. Obtaining this score was the result of the improved identifi-

cation of the bahaviour type, achieved by making the generalization capabilities

more efficient.

Yan et al. [Yan and Han, 2018] have scrutinised a set of deep learning meth-

ods, namely a Multi-Layer Perceptron (MLP), Restricted Boltzmann Machine

(RBM), Sparse AutoEncoder (SAE), and a MLP with feature embeddings. The

four models have been trained on two datasets containing intrusion data, i.e.,

NSL-KDD and UNSWNB15. The study was limited, as it did not take into

consideration all the widely used models (e.g., recurrent neural networks) and

the authors did not use the most recent datasets containing intrusion data. The

provided results encompass accuracy, precision and recall.

In their paper, Ferrag et al. [Ferrag et al., 2020] have investigated the way

seven contemporary artificial neural network methods perform when trained on

the BoT-IoT and the CICIDS-2018 datasets and have provided the details on

overall accuracy, training time and per-class detection rate.

Dutta et. al [Dutta et al., 2020a] presented an ensemble method which uti-

lizes deep models, such as a DNN and LSTM, with a meta-classifier (logistic

regression). The authors followed the stacked generalization principle. In order

to increase the effectiveness of the presented solution, when approaching net-

work anomalies, they apply a two-step process. Data pre-processing constitutes

the first phase, in which a Deep Sparse AutoEncoder (DSAE) is in the pre-

processing stage. The other stage, consisting in classification, utilizes a stacking

ensemble learning approach. Then, the presented method is examined using the

IoT-23, LITNET-2020 and NetML-2020 datasets; they are up-to-date and het-

erogeneous, they also contain data sourced from IoT environments.

In their work, Lopez-Martin et al. [Lopez-Martin et al., 2017] characterise

a number of network classifiers in the context of various combinations of con-

volutional (CNN) and recurrent neural networks (RNN). Firstly, the authors

scrutinize the coupling of the convolutional and fully-connected neural networks

(CNN-NN) and the recurrent and fully connected neural networks (LSTM-NN).
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Afterwards, the configuration of CNN-LSTM-NN is analyzed and, when tested

on the RedIRIS dataset, it proves to have the highest accuracy, i.e. 96%.

In the paper by D’Angelo et al. [D’Angelo and Palmieri, 2021], an innovative

architecture of an autoencoder-based deep neural network was discussed. In it,

numerous autoencoders have been embedded with CNNs and RNNs, in order to

gain the information on the relations between the basic features (spatial) and the

way they evolve over time (temporal features). The authors have scrutinised both

the theoretical background of the combinations and their actual performance,

during the phase of testing them based on datasets containing real traffic. Having

stacked the autoencoder with a fully connected neural network, the authors made

the traffic classifier’s average accuracy increase by 28%, when compared with the

recent ML approaches. At the same time, the proposed solution’s accuracy was

10% better than that of the pure convolutional and recurrent stacked neural

networks, and 18% higher than that of the pure feedforward networks.

Finally, the survey paper by Berman et al. [Berman et al., 2019] gives a de-

tailed overview of the deep learning methods that may prove useful as cyberse-

curity solutions, e.g., for detecting intrusions. The authors indicate that as far

as the cybersecurity domain is concerned, it is certainly worth applying such

tools as DNNs (e.g., multilayer perceptron, RNNs, autoencoders and restricted

Boltzmann machines.

3 Strategies Used

This section provides an overview of the applied mechanisms for detecting net-

work anomalies. The conceptual overview of the proposed solution is illustrated

in Figure 1.

The algorithm consists of these steps: 1) dataset selection, 2) feature engi-

neering; the step incorporates data pre-processing and dimensionality reduction,

followed by, 3) a classifier in which the LSTM cells are feeding the final cell

state to a fully connected dense layer (the approach we called mLSTM) and 4)

output of the classification. Those steps will be elaborated upon in the coming

paragraphs.

The lack of balance of classes in the dataset may cause trouble for ML algo-

rithms [Ksieniewicz and Woźniak, 2018]. To compensate for the class imbalance,

a data balancing procedure on the IoT-23 dataset was implemented. In this work,

the authors employed a Synthetic Minority Over-sampling Technique (SMOTE)

in advance of the Edited Nearest Neighbors (ENN) method [Rendón et al., 2020]

(Tab. 2).
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Figure 1: Overview of the concept.

3.1 Feature engineering

3.1.1 Dimensionality reduction

Removing the meaningless and inconsequential information is the foremost step

to produce stronger inputs to the classifier, since the effectiveness of ML classi-

fiers is in direct correlation to the grade of the selected characteristics. Principal

Component Analysis (PCA), and AutoEncoder (AE) are efficient methods for

dimensionality reduction. However, an autoencoder offers the ability to acquire

non-linear relationships, a feat the PCA does not posses [Topolski, 2020].

Following [Dutta et al., 2020b], we have tested a Deep AutoEncoder (DAE)

in conjunction with a multi-layer neural network to decrease the number of

features. The autoencoder has the capability to formulate a latent representation

the inputs [Zhang et al., 2018].

The DAE determines its outputs x̂i ∈ ℜn from the input vector xi.

The learning algorithm attempts to update the weights W , and biases b to

reduce the value of the cost function.

hi = fθ(xi) (1)

The sub-network decoder aims at reconstructing the encoding back to its initial

delineation,

x̂i = gθ(hi) (2)
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fθ and gθ are encoding and decoding parameters. The sets of parameters for

the fθ and gθ are learned simultaneously by diminishing the loss during the

reconstruction task.

The work contained herein uses an auto-encoder of three hidden-layers. The

layers utilise the sigmoid activation function. The input is built of n neurons,

depending on the selected dataset after the initial pre-processing phase.

Once the dimensionality reduction process (i.e., autoencoder learning) has

ended, the outcomes of the trained autoencoder are forwarded to the classifier.

PCA orders the data samples on a plane defined by the pre-defined number of

principal components (PCs) that convey a certain percentage of variance. In

contradiction to PCA, the autoencoder has all the information from the original

data compressed in to the reduced layer without mislaying the structure of the

data samples.

3.2 Building the model

The LSTM is a type of RNN equipped with a gating mechanism, which allows

the network to infer relationships over longer sequences [Zhao et al., 2017]. The

tested mechanism uses the final state of the LSTM cells as input to a fully

connected dense layer.

The authors provide the results of two baseline neural networks - a DNN and

an LSTM on the dataset to provide a reference point.

The characteristics of the networks are disclosed below:

– DNN3−layer - hidden layers nodes (20, 16, 12); chosen optimizer: Adam;

activation function: relu, Sigmoid; applied batch size and epochs: 512, 500;

loss function: binary cross-entropy.

– LSTM3−layer - hidden layers nodes (20, 16, 12); chosen optimizer: Adam;

activation function: tanh, Sigmoid; applied batch size and epochs: 512, 500;

loss function: binary cross-entropy.

– mLSTM (proposed) - hidden layers nodes (20, 16, 12, 8); chosen opti-

mizer: Adam; activation function: relu, tanh, Sigmoid; applied batch size

and epochs: 512, 500; loss function: binary cross-entropy.

4 Experiments and Results

This section delineates the selected dataset and experiment results of the pro-

posed mechanism built on the mLSTM classifier to detect network anomalies.

For evaluation of the tested methods, the following metrics have been used: ac-

curacy score, precision, recall, MCC and geometric mean (g-mean). It is worth

mentioning that this work considers binary classification: normal and malware
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(0, 1) for both baseline algorithms and proposed mLSTM framework, respec-

tively.

4.1 Dataset description

IoT-23 [Agustin et al., 2020] is a newly established dataset which contains 20

different malicious software classes, and three separate captures of background

traffic. This dataset was released in January 2020. The set incorporates network

features categorized into (a) flow features, (b) basic features, (c) time features,

and (d) content features. The dataset was created to provide real-life, labelled

traffic captures for ML research.

4.2 Results

The following paragraphs disclose the evaluation of the results obtained by the

proposed frameworkmLSTM classifier against state-of-the-art : RF, SVM, MLP

[Barut et al., 2020] and baseline classifiers: DNN3−layer, LSTM3−layer, respec-

tively.

The authors employ the IoT-23 benchmark, since it is an up-to-date and

relevant dataset, to assess the efficiency of the classifiers. Each algorithm has

undergone the identical training using the same training set. The results of the

experiments are discolsed in Table 1.

Table 1: Results of evaluated classifier performance reported for each fold of the

5-fold CV (the finest achievements are emphasised in bold)

Fold DNN3−layer LSTM3−layer mLSTM (proposed)

f1 99.97% 99.95% 99.97%

f2 99.92% 99.94% 99.98%

f3 98.65% 99.39% 99.98%

f4 99.97% 99.98% 99.975%

f5 96.93% 99.96% 99.99%

Avg Acc 99.688% 99.844% 99.98%

Std Dev 1.35 0.254 0.006

SEM 0.595 0.113 0.002

The effectiveness of the models w.r.t. the state-of-the-art classifiers is also

disclosed using well-established evaluation metrics, such as:

Acc =
tp+ tn

tp+ tn+ fp+ fn
(3)
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MCC =
tp ∗ tn− fp ∗ fn

√

(tp+ fp) ∗ (tp+ fn) ∗ (tn+ fp) ∗ (tn+ fn)
(4)

Matthews Correlation Coefficient (MCC) considers all four fields of the binary

confusion matrix; a high value (close to 1) means that both classes are predicted

well (MCC ∈ [0, 1]), even if one class is disproportionately under-(or over-)

represented.

This work used the g −mean definition contained in

[Esṕındola and Ebecken, 2005] to investigate the classifier performance for the

datasets displaying class imbalance; the metric can be formulated as follows:

g −mean =
√
Precision×Recall (5)

Where Precision(Pr) = tp
tp+fp

, and Recall(Re) = tp
tp+fn

. Table 2 presents the

overall accuracy, MCC and g-mean score respectively.

Table 2: Performance evaluation on IoT-23 testing set (bold font used for em-

phasis on the finest performance)

Method Accuracy MCC g-mean

RF [Dutta et al., 2020b] 0.897 0.891 –

SVM [Barut et al., 2020] 0.871 0.864 –

MLP [Barut et al., 2020] 0.903 0.897 –

g-mean score obtained only if a data balancing approach (SMOTE+ENN) is

employed

The showcased performance of the proposed method indicates improvement

when compared to the baseline and the newest methods found in the literature in

terms of overall classification accuracy (99.9%), MCC (99.2%), and g-mean score

(97.1%). Following results prove experimentally that the proposed framework

improves classification performance.

5 Concluding Remarks and Future Work

For large and heterogeneous datasets like the IoT-23, DAE proves useful in

learning and provides feature representation suitable for ML algorithms. The

conducted experiments indicated that the use of the DAE as a feature extractor

in conjunction with deep learning in the form of the proposed mLSTM in the role

of a classifier offers improvements when the performance on the IoT benchmark

is measured.

1431Dutta V., Choras M., Pawlicki M., Kozik R.: Detection of Cyberattacks ...



The experimental results and statistical significance tests illustrate that the

proposed method is an improvement over the individual baseline classifiers in-

cluding Random Forest and Support Vector Machine on the used novel IoT

benchmark, reaching the accuracy of 99.9% and g-mean score 97.1%, respec-

tively.

Considering future work, our study will attempt to apply a lifelong learn-

ing approach to deep learning algorithms to facilitate better detection of novel

attacks, and its is expected to be further extended to conduct experiments on

modern and more sophisticated datasets. Finally, security of the deep learning

model against adversarial attacks needs to be provided [Pawlicki et al., 2020].
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