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Abstract: A property P of term rewriting systems (TRSs, for short) is said to be
persistent if for any many-sorted TRS R, R has the property P if and only if its
underlying unsorted TRS �(R) has the property P. This notion was introduced by
H. Zantema (1994). In this paper, it is shown that conuence is persistent.
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1 Introduction

Conuence is a property that is widely studied in the theory of term rewrit-
ing [Knuth and Bendix 1970][Huet 1980][Toyama 1988]. One of the approaches
to detect the conuence of a given term rewriting system (TRS, for short) is to
infer it from those of its subsystems. It was shown in [Toyama 1987] that the
conuence of the direct sum of TRSs can be inferred from those of its compo-
nents. Here, the (disjoint) union of TRSs R1 and R2 is said to be the direct sum
of R1 and R2 when the sets of function symbols that appear in R1 and R2 are
disjoint. Following standard terminology, we say \a property P is modular" if
P is inferred from those of its subsystems. For conuence, unlike for other im-
portant properties of TRSs, only few modularity results which relax this \direct
sum" limitation are known [Ohlebusch 1995][Kitahara 1995].

A property P of TRSs is said to be persistent if for any many-sorted TRS R,
R has the property P if and only if its underlying unsorted TRS �(R) has the
property P . This notion is due to H. Zantema [Zantema 1994]. He showed that
every component-closed property P of TRSs is modular for the direct sum of
TRSs whenever P is persistent; however, we note that many properties of TRSs
including termination, conuence, etc. are component-closed, and hence, in par-
ticular, the persistency of conuence generalizes the modularity of conuence
with respect to the direct sum. Also he showed that termination is persistent
for non-collapsing TRSs and non-duplicating TRSs, generalizing a similar re-
sult [Rusinowitch 1987] for the modularity of termination with respect to the
direct sum. Further investigations on the persistent properties related to ter-
mination such as that of termination modulo equations, etc. also appeared in
[Ohsaki and Middeldorp 1997].
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In this paper, we show the persistency of conuence, generalizing a similar
result [Toyama 1987] for the modularity of conuence with respect to the direct
sum. Although a proof of the persistency of conuence was �rst appeared in the
previous version [Aoto and Toyama 1996] of this paper, the persistency of con-
uence had been conjectured by H. Zantema, Y. Toyama and A. Middeldorp in
a private communication. It is also mentioned in [Zantema 1994] that a straight-
forward modi�cation of the proof in [Toyama 1987] seems applicable to show
the persistency of conuence. In this paper, however, we rather show it via a
straightforward modi�cation of a simpli�ed proof appeared in [Klop et al. 1994].

Persistency of conuence can be used to infer the conuence of a given TRS
from those of its subsystems; this approach also relaxes the direct sum con-
dition [see Example 1]. As proved in [Aoto and Toyama 1997], however, this
kind of application of persistency is successful also for other properties that
are modular for the direct sum, e.g. UN [Middeldorp 1989a], NF for left-linear
TRSs [Middeldorp 1990], UN! for for left-linear TRSs [Marchiori 1996] and
those appeared in [Gramlich 1995], [Middeldorp 1989b], [Schmidt et al. 1995],
[Toyama et al. 1995]. Nevertheless, it is unknown whether these properties are
persistent. In [van de Pol 1993] it is shown that for any component-closed prop-
erty P of TRSs, P is persistent if and only if P is modular for the direct sum of
many-sorted TRSs. Thus, our result immediately gives the modularity of con-
uence with respect to the direct sum of many-sorted TRSs.

2 Preliminaries

2.1 Sorted term rewriting systems

In this subsection, we review some basic notions of sorted term rewriting and �x
the notations that will be used in this paper.

Our language is given by a set S of sorts (denoted by �; �; ; : : :), a set V
of variables (denoted by x; y; z; : : :), and a set F of function symbols (denoted
by f; g; h; : : :). Each variable is given with its sort; we assume that there are
countably in�nite variables of sort � for each sort � 2 S. Similarly, each function
symbol is given with the sorts of its arguments and the sort of its output. We
write f : �1�� � ���n ! � if f takes n arguments of sorts �1; : : : ; �n respectively
to a value of sort �. A function symbol with no arguments is called a constant.

With such language, one can build up terms (of sort �) in a usual way:
(1) a variable of sort � is a term of sort �; (2) if f : �1 � � � � � �n ! � is
a function symbol and t1; : : : ; tn are terms of sort �1; : : : ; �n respectively, then
f(t1; : : : ; tn) is a term of sort �. Let T (and T �) denote the set of terms (of
sort �, respectively). We also write \t : �" to indicate that t 2 T �. Syntactical
equality is denoted by �. V(t) is the set of variables that appear in a term t.

For each sort �, let �� be a special constant|called a hole|of sort �. A
context is a term possibly containing holes. The set of contexts is denoted by C.
We write C : �1 � � � � � �n ! � when C 2 C has the sort � (as a term) and
has n holes ��1 ; : : : ;��n from left to right in it. If C : �1 � � � � � �n ! � and
t1 : �1; : : : ; tn : �n then C[t1; : : : ; tn] is the term obtained from C by replacing
holes with t1; : : : ; tn from left to right. A context C is written as C[ ] when C
contains precisely one hole. A term t is said to be a subterm of s (t E s, in
symbol) if s � C[t] for some context C[ ].
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A substitution � is a mapping from V to T such that x and �(x) have the
same sort. A substitution is extended to a homomorphism from T to T in an
obvious way. For a substitution � and a term t, we customarily write t� instead
of �(t).

A (many-sorted) rewrite rule is a pair hl; ri of terms such that (1) l and r
have the same sort, (2) l =2 V , (3) V(r) � V(l). We conventionally write l ! r
instead of hl; ri. A rewrite rule l ! r is collapsing if r 2 V . A many-sorted term
rewriting system (STRS, for short) is a set of rewrite rules.

Given a STRS R, a term s reduces to a term t (s !R t, in symbol) when
s � C[l�] and t � C[r�] for some C[ ] 2 C, l ! r 2 R and substitution �. We
call s !R t a rewrite step (or a reduction). The redex of this rewrite step is l�.
The term t is called a reduct of the term s. One can readily check that s and t
have the same sort whenever s!R t.

The converse relation, the symmetric closure and the reexive closure of!R

are denoted by  R, $R and
�
!R, respectively. The transitive reexive closures

of !R,  R and $R are denoted by
�
!R,

�
 R and

�
$R, respectively. Terms t1

and t2 are joinable if there exists some term t0 such that t1
�
!R t0

�
 R t2. A

term t is conuent if for any terms t1 and t2, t1 and t2 are joinable whenever

t1
�
 R t

�
!R t2. A STRS R is conuent if every term is conuent with respect

to its reduction !R. Henceforth, the subscript R will be omitted when R is
obvious from the context.

When S = f�g, a STRS is called a term rewriting system (TRS, for short).
Given an arbitrary STRS R, by identifying each sort with �, we obviously obtain
a TRS �(R)|called the underlying TRS of R. The following de�nition is due
to [Zantema 1994].

De�nition 1. A property P of STRSs is said to be persistent if

R has the property P , �(R) has the property P .

2.2 Sorting of term rewriting systems

In this subsection, we introduce the notion of sort attachment to TRSs.
Let F and V be sets of function symbols and variables, respectively, on a

trivial set f�g of sorts. Terms built from this language are called unsorted terms.
Let S be another set of sorts. A sort attachment � on S is a mapping from
F [ V to the set S� of �nite sequences of elements from S such that �(x) 2 S
for any x 2 V and �(f) 2 Sn+1 for any n-ary function symbol f 2 F . We write
�(f) = �1 � � � � � �n ! � instead of �(f) = �1; : : : ; �n; �. Without loss of
generality we assume that there are countably in�nite variables x with �(x) = �
for each � 2 S. The set of � -sorted function symbols from F is denoted by F� .

A term t is said to be well-sorted under � with sort � if `� t : � is derivable
in the following inference system:

�(x) = �

`� x : �
(1)

�(f) = �1 � � � � � �n ! � `� t1 : �1 � � � `� tn : �n

`� f(t1; : : : ; tn) : �:
(2)
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The set of well-sorted terms under � is denoted by T � , i.e. T � = ft 2 T j `�
t : � for some � 2 Sg. Clearly, T � � T . For a context C 2 C, we write C :
�1 � � � � � �n ! � if `� C[��1 ; : : : ;��n ] : � is derivable by rules (1), (2) with
an additional rule:

� 2 S

`� �� : �:
(3)

Let R be a TRS. It may be assumed that the variables have been renamed
appropriately so that every two rewrite rules in R share no variables. A sort
attachment � is said to be consistent with R if for any l ! r 2 R, l and r are
well-sorted under � with the same sort.

From a given TRSR and a sort attachment � consistent withR, by regarding
each function symbol f to be of sort �(f), and each variable x to be of sort �(x),
we get a STRS R�|called a STRS induced from R and � . Note that R� acts
on T � , i.e. s; t 2 T � whenever s !R� t; and that for any s; t 2 T � s !R t if
and only if s!R� t.

Using the notion of sort attachments, persistency can now be alternatively
formulated as follows.

Proposition2. A property P of TRSs is persistent if for any TRS R and for
any attachment � consistent with R,

R� has property P , R has property P :

We will prove the persistency of conuence in the form of Proposition 2.
From now on, we assume that a set S of sort and a TRS R are given and that
an attachment � on S that is consistent with R is �xed. Then our goal is to show
R� is conuent if and only if R is conuent. The proof of the (if)-part presents
no di�culties, and therefore we concentrate on the (only if)-part; we assume the
conuence of well-sorted terms and prove the conuence of unsorted terms. In
the sequel, unsorted terms are often referred to as just terms.

3 Persistency of conuence

3.1 Characterizations by well-sortedness

De�nition 3. 1. The top sort of a term t 2 T is de�ned by

top(t) =

�
�(t) if t 2 V ,
� if t � f(t1; : : : ; tn) with f : �1 � � � � � �n ! �:

2. Let t � C[t1; : : : ; tn] 2 T (n � 0) be a term with C /� �. We write t �
C[[t1; : : : ; tn]] if (1) C : �1�� � ���n ! � and (2) top(ti) 6= �i for i = 1; : : : ; n.
If this is the case, the terms t1; : : : ; tn are called principal subterms of t.
Clearly, a term t is uniquely written as C[[t1; : : : ; tn]] for some C 2 C and
terms t1; : : : ; tn.

De�nition 4. A rewrite step s! t is said to be inner (written as s!i t) if

s � C[[s1; : : : ; C
0[l�]; : : : ; sn]]! C[s1; : : : ; C

0[r�]; : : : ; sn] � t

for some terms s1; : : : ; sn, a substitution �, l! r 2 R, and C 0 2 C; otherwise it
is outer (written as s!o t).
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De�nition 5. A rewrite step s!o t is said to be destructive at level 1 if top(s) 6=
top(t). The rewrite step s ! t is said to be destructive at level k + 1 if s �
C[[s1; : : : ; sj ; : : : ; sn]] !

i C[s1; : : : ; tj ; : : : ; sn] � t with sj ! tj destructive at
level k.

Lemma6. A rewrite step s !o t is destructive at level 1 if and only if s �
C[[s1; : : : ; �(x); : : : ; sn]] and �(x) � t for some terms s1; : : : ; sn, a substitution �,
and C 2 C such that C[s1; : : : ;�; : : : ; sn] � C 0� for some C 0[x]! x 2 R.

Proof. (() Suppose top(s) = top(t). Then, since C 0 /� � by the de�nition
of rewrite rules, top(C 0[x]) = top(C 0[x]�) = top(�(x)). Also, by consistency,
top(x) = top(C 0[x]), and so top(x) = top(t). But then, t can not be principal,
since C[s1; : : : ;�; : : : ; sn] � C 0� : top(x) ! top(s). ()) Suppose top(s) 6=
top(t). By consistency, the rewrite step s!R t is an application of a collapsing
rule, and the redex of the rewrite step is s. Let the rule be C 0[x] ! x, and
suppose s � C 0[x]� and t � �(x). Since C[s1; : : : ;�; : : : ; sn] : top(x) ! top(s),
it su�ces to show top(x) 6= top(t). But top(x) = top(C 0[x]) by consistency, and
top(C 0[x]) = top(C 0[x]�) = top(s) since C 0 /� �. Hence top(x) = top(s) 6=
top(t). ut

This proposition shows that a destructive rewrite step occurs only when the
applied rule is collapsing, and that the reduct of a destructive rewrite step indeed
results from one of the principal subterms.

The next lemma, which will be often used implicitly in the sequel, is proved
in a straightforward way; it analyzes the structure of a rewrite step. We write
t � Chht1; : : : ; tnii when either t � C[[t1; : : : ; tn]] or C � � and t � t1.

Lemma7. 1. If s!o t then�
s � C[[s1; : : : ; sn]];
t � C�hhsi1 ; : : : ; simii where i1; : : : ; im 2 f1; : : : ; ng

for some C;C� 2 C and terms s1; : : : ; sn and either
(a) n = m = 0 and s and t are well-sorted;
(b) n 6= 0 and s !o t is destructive (at level 1) and C� � � and t � sj for

some 1 � j � n; or
(c) n 6= 0 and s!o t is not destructive (at level 1) and t � C�[[si1 ; : : : ; sim ]].

2. If s!i t then (
s � C[[s1; : : : ; sj ; : : : ; sn]];
t � C[s1; : : : ; tj ; : : : ; sn];
sj ! tj

for some C 2 C and terms s1; : : : ; sn; tj and either
(a) sj ! tj is destructive at level 1, tj is a principal subterm of sj and either

i. t � C[[s1; : : : ; tj ; : : : ; sn]], or
ii. tj � C 0[[u1; : : : ; ul]] and t � C 00[[s1; : : : ; u1; : : : ; ul; : : : ; sn]] for some

C 0; C 00 2 C and terms u1; : : : ; ul; or
(b) sj ! tj is not destructive at level 1 and t � C[[s1; : : : ; tj ; : : : ; sn]].
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De�nition 8. The rank of a term t is de�ned by

rank(t) =

�
1 if t is well-sorted;
1 +maxfrank(ti) j 1 � i � ng if t � C[[t1; : : : ; tn]] with n � 1:

Lemma9. 1. If s! t then rank(s) � rank(t).
2. If a rewrite step s! t is destructive at level 1 then rank(s) > rank(t).

Proof. 1. Our proof proceeds by induction on the rank of s. Base step is trivial.
Suppose rank(s) = n(> 1). We distinguish two cases:
(a) s !o t. If s !o t is destructive, then s � C[[s1; : : : ; sn]] ! sj � t,

and so rank(s) > rank(t) by the de�nition of rank. Otherwise s �
C[[s1; : : : ; sn]]!

o t � C�[[si1 ; : : : ; sim ]]. Then,

rank(s) = maxfrank(s1); : : : ; rank(sn)g+ 1
� maxfrank(si1); : : : ; rank(sim)g+ 1
= rank(t):

(b) s !i t. Then s � C[[s1; : : : ; sj ; : : : ; sn]], t � C[s1; : : : ; tj ; : : : ; sn] and
sj ! tj for some C 2 C and terms s1; : : : ; sn; tj . We distinguish two
cases:
i. t � C[[s1; : : : ; tj ; : : : ; sn]]. Then, using the induction hypothesis,

rank(s) = maxfrank(s1); : : : ; rank(sj); : : : ; rank(sn)g+ 1
� maxfrank(s1); : : : ; rank(tj); : : : ; rank(sn)g+ 1
= rank(t):

ii. tj � C 0[[u1; : : : ; ul]] and t � C 00[[s1; : : : ; u1; : : : ; ul; : : : ; sn]] for some
C 0; C 00 2 C and terms u1; : : : ; ul. By de�nition, rank(tj) > rank(ui)
for all i = 1; : : : ; l. Therefore, using the induction hypothesis,

rank(s)
= maxfrank(s1); : : : ; rank(sj); : : : ; rank(sn)g+ 1
� maxfrank(s1); : : : ; rank(tj); : : : ; rank(sn)g+ 1
� maxfrank(s1); : : : ; rank(u1); : : : ; rank(ul); : : : ; rank(sn)g+ 1
= rank(t):

2. Since s ! t is destructive at level 1, s � C[[s1; : : : ; sn]] ! sj � t, and so
rank(s) > rank(t) by the de�nition of rank.

�

3.2 Existence of preserved reducts

De�nition 10. A term t is said to be a level 1 special subterm of t. If t �
C[[t1; : : : ; tn]] then level k special subterms of t1; : : : ; tn are said to be level k+1
special subterms of t. The multiset of all level k special subterms of a term t is
denoted by Sk(t). Moreover

P
k�1

Sk(t) is denoted by S(t). Here
P

denotes the

multiset sum.

Note that S2(t) denotes the multiset of principal terms of t.
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Lemma11. Let s! t be a rewrite step destructive at level n. Then there exist
a level n special subterm s0 of s such that s � C[s0] and a term t0 such that
t � C[t0] and s0 ! t0 destructive at level 1.

Proof. Our proof proceeds by induction on the level of destructive rewrite step.
Base step is trivial. For the induction step, suppose that s! t is a rewrite step
destructive at level k+1, i.e. s � C[[s1; : : : ; sj ; : : : ; sn]]! C[s1; : : : ; tj ; : : : ; sn] � t
with s0 ! t0 destructive at level k. Then, by induction hypothesis, there exists a
level k special subterm s0 of sj|hence, s0 is a level k+1 special subterm of s|
such that sj � C 0[s0] and a term t0 such that tj � C 0[t0] and s0 ! t0 destructive
at level 1. �

Lemma12. Let s! t be a rewrite step. If t0 2 S(t) then there exists s0 2 S(s)

such that s0
�
! t0.

Proof. Our proof proceeds by induction on the level of a special subterm t0 in t.
Base step is trivial. For the induction step, suppose t0 2 Sk+1(t). We distinguish
two cases:

1. s !o t. Then s � C[[s1; : : : ; sn]] and t � C�hhsi1 ; : : : ; simii with i1; : : : ; im 2
f1; : : : ; ng for some C;C� 2 C and terms s1; : : : ; sn. Therefore t

0 2 S(sj) �
S(s), and so we can put s0 � t0.

2. s!i t. Then s � C[[s1; : : : ; sj ; : : : ; sn]], t � C[s1; : : : ; tj ; : : : ; sn] and sj ! tj
for some C 2 C and terms s1; : : : ; sn; tj . We distinguish two cases:

(a) t � C[[s1; : : : ; tj ; : : : ; sn]]. If t
0 2 Sk(si) then, since S(si) � S(s), we can

put s0 � t0. Otherwise t0 2 Sk(tj). Then, since sj ! tj and t0 2 Sk(tj),

there exists s0 2 S(sj) � S(s) such that s0
�
! t0 by induction hypothesis.

(b) tj � C 0[[u1; : : : ; ul]] and t � C 00[[s1; : : : ; u1; : : : ; ul; : : : ; sn]] for some C 0,
C 00 2 C and terms u1; : : : ; ul. If t

0 2 Sk(si) then, since S(si) � S(s), we
can put s0 � t0. Otherwise t0 2 Sk(ui). Then, since sj !

o tj , we have
S(ui) � S(sj), and so t0 2 S(sj) � S(s).

�

Lemma13. Let s � C[s0] ! C[t0] � t be a rewrite step with s0 ! t0 and
s0 2 S(s). If s0 ! t0 is not destructive at level 1 then t0 2 S(t).

Proof. It immediately follows from the de�nition. �

De�nition 14. A term s is said to be preserved if there exists no reduction
sequence starting from s that contains a destructive rewrite step.

De�nition 15. We de�ne a collapsing reduction (!c, in symbol) as follows:
s !c t if there exist a special subterm s0 of s such that s � C[s0] and a term

t0 such that s0
�
! t0, t � C[t0] and s0

�
! t0 contains a level 1 destructive rewrite

step; if this is the case, the collapsing redex of this reduction is s0.

Lemma16. 1. If s!c t then s
�
! t.

2. A term is preserved if and only if it contains no collapsing redex.
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Proof. 1. Easy. 2. (() Assume there exists a reduction sequence starting from

s that contains a destructive rewrite step, namely s
�
! t ! u with t ! u

destructive. Then, by Lemma 11, there exist a special subterm t0 of t such that
t � C 0[t0] and a term u0 such that u � C 0[u0]. and t0 ! u0 is destructive at level

1. Then repeated applications of Lemma 12 yield s0 2 S(s) with s0
�
! t0 ! u0;

this s0 is a collapsing redex in s. ()) Suppose s!c t. Then, by de�nition, there
exists a special subterm s0 of s such that s � C[s0] and a term t0 such that

s0
�
! t0, t � C[t0] and s0

�
! t0 contains a level 1 destructive rewrite step. Let

the �rst level 1 destructive step in s0
�
! t0 be u0 ! v0. Then, since s0 2 S(s),

we have u0 2 S(C[u0]) by Lemma 13, and so C[u0]! C[v0] is destructive. Hence

s � C[s0]
�
! C[u0]! C[v0]

�
! C[t0] � t contains a destructive rewrite step. �

Lemma17. Every term has a preserved reduct.

Proof. We show that there exists no in�nite collapsing reduction sequence. Then
the proposition immediately follows from Lemma 16.

For any term t, we assign a multiset ktk by ktk = [rank(s) j s 2 S(t)]. We
are now going to show that s !c t implies ksk � ktk. Here � is the multiset
extension of the standard ordering > on natural numbers.

Suppose s!c t. Then, by de�nition, there exist a special subterm s0 of s such

that s � C[s0] and a term t0 such that s0
�
! t0, t � C[t0] and s0

�
! t0 contains

a level 1 destructive rewrite step. Then rank(s0) > rank(t0) by Lemma 9, and
therefore ksk � ktk, because s0 is a special subterm of s. Now, since the relation
� is well-founded (see e.g. [Dershowitz 1979]), this shows that there exists no
in�nite collapsing reduction sequence. �

3.3 Conuence of inner preserved terms

Let s1; : : : ; sn and t1; : : : ; tn be terms. We write hs1; : : : ; sni / ht1; : : : ; tni if for
any 1 � i; j � n, si � sj implies ti � tj holds; and hs1; : : : ; sni 1 ht1; : : : ; tni
if both hs1; : : : ; sni / ht1; : : : ; tni and ht1; : : : ; tni / hs1; : : : ; sni hold. Then the
following lemma is proved in a straightforward way.

Lemma18. If C[[s1; : : : ; sn]]!
o C 0hhsi1 ; : : : ; simii and hs1; : : : ; sni / ht1; : : : ; tni

then C[t1; : : : ; tn]!
o C 0[ti1 ; : : : ; tim ].

Lemma19. If rewrite steps t1
�

 o t
�

!o t2 do not contain a destructive rewrite
step except the last steps then t1 and t2 are joinable.

Proof. By Lemma 7, we may write t � C[[s1; : : : ; sn]], t1 � C1hhsi1 ; : : : ; simii and
t2 � C2hhsj1 ; : : : ; sjpii. Let C : �1�� � ���n ! �. Choose fresh variables xi 2 V�i
for i = 1; : : : ; n such that hx1; : : : ; xni 1 hs1; : : : ; sni. Let t0 � C[x1; : : : ; xn],
t01 � C1[xi1 ; : : : ; xim ] and t02 � C2[xj1 ; : : : ; xjp ]. Then repeated applications

of Lemma 18 yield well-sorted rewrite steps t01
�
 t0

�
! t02. Therefore, by our

assumption that well-sorted terms are conuent, t01 and t02 are joinable, i.e.

t01
�
! C�[xk1 ; : : : ; xkq ]

�
 t02 for some C�. Instantiating this rewrite steps, we

have t1
�

!o C�hhsk1 ; : : : ; skq ii
�

 o t2. �
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De�nition 20. Let S be a set of conuent terms. A set bS of terms represents S
if the following two conditions are satis�ed:

1. Every term s in S has a unique reduct bs in bS, which will be called the
representative of s.

2. Joinable terms in S have the same representative in bS.
Lemma21. Every �nite set S of conuent terms can be represented.

Proof. Since S consists of conuent terms, joinability is an equivalence relation
on S. Since S is �nite, each equivalence class is also �nite and has a common
reduct. It is obvious that the set of such common reducts represents S. �

De�nition 22. A term s is said to be inner preserved if its all principal subterms
are preserved.

Lemma23. Inner preserved terms are conuent.

Proof. We show that every inner preserved term t is conuent by induction on
the rank of t. Base step is trivial, by our assumption that well-sorted terms are
conuent. For the induction step, suppose that t � C[[s1; : : : ; sn]] is an inner

preserved term with rank n(> 1) and t1
�
 t

�
! t2.

First, note that a destructive rewrite step occurs in t
�
! ti (i = 1; 2) only

once and is level 1, because of our assumption that t is inner preserved.

For i = 1; 2, we are now going to de�ne sets L(t
�
! ti). Let t

�
! ti be

t � w0 ! w1 ! � � � ! wl � ti, and suppose wk ! wk+1 is destructive (put k = l
if there is no destructive rewrite step). Then let

L(t
�
! ti) = fu j u 2 S2(wj); 0 � j � kg [ fwj j k < j � lg:

Let S be L(t
�
! t1)[L(t

�
! t2). Then for any elements s 2 S, (1) s is also inner

preserved, because s is preserved and (2) s has less rank than n by the de�nition
of rank and Lemma 9. Therefore we can apply the induction hypothesis to each
element of S, and so S is a set of conuent terms. Hence, by Lemma 21, S has

a representation bS.
Next we de�ne ~u for each term u that appears in t1

�
 t

�
! t2 as follows. If

u is a term that appears before the destructive rewrite step occurs then de�ne
~u to be a term obtained from u by replacing all its principal subterms with its

representative. Otherwise de�ne ~u to be the representative of u. Note that u
�
! ~u

in whichever case.
Let u1 ! u2 be a a rewrite step in t1

�
 t

�
! t2. We are now going to show

that 1. ~u1
�

!o ~u2 if u1 ! u2 is not preceded by the destructive rewrite step; and
2. ~u1 � ~u2 if u1 ! u2 is preceded by the destructive rewrite step.

1. We distinguish two cases:

(a) u1 !
o u2. Then u1 � C[[s1; : : : ; sn]] and u2 � C 0hhsi1 ; : : : ; simii. By de�-

nition, ~u1 � C[[ bs1; : : : ;csn]] and ~u2 � C 0hhcsi1 ; : : : ;dsimii. Since hs1; : : : ; sni /
h bs1; : : : ;csni by the de�nition of representation, we conclude ~u1 !

o ~u2 by
Lemma 18.
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(b) u1 !
i u2. Then, since t is inner preserved, u1 � C[[s1; : : : ; sj ; : : : ; sn]],

u2 � C[[s1; : : : ; s
0
j
; : : : ; sn]] with sj ! s0

j
. Then, since bsj � bs0

j
by the

de�nition of representation, we have ~u1 � ~u2.

2. We have u1; u2 2 S and cu1 � cu2 by the de�nition of representation; hence
~u1 � ~u2.

From this, we conclude that ~t1
�

 o~t
�

!o ~t2, and moreover that ~t1
�

 o~t
�

!o ~t2 do
not contain a destructive rewrite step except the last steps. Therefore ~t1 and ~t2
are joinable by Lemma 19; hence so are t1 and t2 [see Figure 1]. �

t

t1

t2

~t1
~t

~t2

o

o

o

i

o

i

o

i

�

�

�

�

�

�

�

�

�

�

�

o o o o o

de-
struc-
tive

de-
struc-
tive

Lemma 19

Figure 1: Lemma 23

3.4 Persistency of conuence

De�nition 24. Let s � C[[s1; : : : ; sn]] be a term. Then a term t � C[t1; : : : ; tn]

which satis�es (1) t is inner preserved (2) si
�
! ti for i = 1; : : : ; n and (3)

hs1; : : : ; sni / ht1; : : : ; tni, is called a witness of s.

Lemma25. Every term has a witness.

Proof. Let s � C[[s1; : : : ; sn]]. By Lemma 17, there exists a preserved reduct
ti of si for each i = 1; : : : ; n. Taking the same preserved term for identical
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terms ensures hs1; : : : ; sni / ht1; : : : ; tni. Note that every principal term of t �
C[t1; : : : ; tn] is under or equal to one of ti's. Therefore, since ti's are all preserved,
so are all the principal terms of t. Thus t is a witness of s. �

In the sequel, an arbitrary witness of a term s is denoted by _s.

s � C[[s1; : : : ; sn]]

_s � C[u1; : : : ; un]

C�[ui1 ; : : : ; uim ]

o

�

C�

hhsi1 ; : : : ; simii � t

C�[ti1 ; : : : ; tim ] � _t

�

� �

Figure 2: Lemma 26

Lemma26. Let s; t be terms such that s! t. If all the principal subterms of s
are conuent then _s and _t are joinable.

Proof. Let s � C[[s1; : : : ; sn]], and suppose that s1; : : : ; sn are conuent, and that
_s � C[u1; : : : ; un] for respective reducts u1; : : : ; un of s1; : : : ; sn. We distinguish
two cases:

1. s !o t. Then we have t � C�hhsi1 ; : : : ; simii for some C� 2 C. Suppose
_t � C�[ti1 ; : : : ; tim ] for respective reducts ti1 ; : : : ; tim of si1 ; : : : ; sim . Since
hs1; : : : ; sni / hu1; : : : ; uni, we have _s � C[u1; : : : ; un] ! C�[ui1 ; : : : ; uim ]
by Lemma 18. Now uj and tj are joinable for each j = i1; : : : ; im, because

uj
�
 sj

�
! tj . Therefore _s and _t are joinable [see Figure 2].

2. s !i t. Then t � C[s1; : : : ; s
0
j
; : : : ; sn] and sj ! s0

j
. It is easy to see _t �

C[t1; : : : ; tn] for some respective reducts t1; : : : ; tn of s1; : : : ; s
0
j
; : : : ; sn. Now

uj and tj are joinable for each j = i1; : : : ; im, because uj
�
 sj

�
! tj .

Therefore _s and _t are joinable.

�
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t1

t2

_t1 _t2_t

�

�

�

�

�

�
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�

�

�

�

� � � � �

�

�

�

�

Lemma 25

Lemma 23

Lemma 26 o
inner preserved

terms

Figure 3: Theorem 27

Theorem27. Conuence is a persistency property of TRSs.

Proof. Suppose that every well-sorted term is conuent. We show that every
term t is conuent by induction on the rank of t. Base step is trivial. Suppose

rank(t) = n(> 1) and t1
�
 t

�
! t2. Note that every term that appears in t1

�
 

t
�
! t2 has the rank less than or equal to n by Lemma 9; therefore its principal

subterms have the ranks less than n, and hence they are conuent by induction

hypothesis. Now, by Lemma 25, any term that appears in t1
�
 t

�
! t2 has a

witness. Then repeated applications of Lemma 26 yield a conversion between _t1
and _t2 via witnesses. Since witnesses are inner preserved, we can apply Lemma
23 repeatedly so that _t1 and _t2 are joinable. Hence so are t1 and t2 [see Figure
3]. �

Example 1. Let

R

8><>:
f(x; y)! f(g(x); g(x)) (r1)
g(x)! h(x) (r2)
F (g(x); x)! F (x; g(x)) (r3)
F (h(x); x)! F (x; h(x)): (r4)

It is di�cult to show the conuence of R directly, because R is neither termi-
nating nor orthogonal. Also, we can not use the direct sum result because of
function symbols g and h.

Think of attachment � such that f : 0 � 0 ! 1, g : 0 ! 0, h : 0 ! 0 and
F : 0� 0 ! 2. It is easy to check � is consistent with R. We are now going to
show R� is conuent i.e. every well-sorted term t is conuent. We distinguish
three cases:

{ t 2 T 0. Since (r2) is the only applicable rule, t is conuent.
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{ t 2 T 1. Then (r1) and (r2) are the only rules applicable to t. Since a TRS
f(r1); (r2)g is orthogonal, it is conuent. Therefore t is conuent.

{ t 2 T 2. Then (r2), (r3) and (r4) are the only rules applicable to t. Since
a TRS f(r2); (r3); (r4)g is terminating and its critical pair is joinable, it is
conuent. Therefore t is conuent.

Now the conuence ofR follows from that ofR� by the persistency of conuence.
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