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1 Introduction

In recent years theoretical physics has found �nite deterministic automata as
alternative, discrete models for particle behaviour, see [7, 9, 13, 16, 14, 5, 15, 2].
Incomplete automata seem to capture the natural behaviour of particles even
better. Incomplete automata have also turned out to be interesting from the
point of view of dynamical systems, giving the possibility to extend the notion
of computational complementarity of discrete models to so�c shifts, see Calude
and Lipponen [3].

Several authors, such as Ginsburg [8] and Mikolajczak [11] (for an extensive
list of references, see Reusch and Merzenich [12]), have tackled the problem of
�nding minimal realizations for incomplete Moore or Mealy automata. Solutions
to this problem depend on the precise de�nition of minimal realization. If the
purpose is to �nd an automaton which produces the same outputs for the given
input sequences, then instead of obtaining one minimal automaton, the method
usually induces a family of automata each of which represents the original one.

Our approach is to �nd a minimal automaton which has the same behaviour
compared to the original one. By the same behaviour we mean that also the
unde�ned or unspeci�ed behaviour { which plays a crucial part in quantum
physics { is preserved, not only the responses. This guarantees that minimiza-
tion loses as little information of the original automaton as possible. Another
important factor is to consider the total responses, the outputs produced by all

1 Proceedings of the First Japan{New Zealand Workshop on Logic in Computer
Science, special issue editors D.S. Bridges, C.S. Calude, M.J. Dinneen and B.
Khoussainov.

2 On leave from the Department of Mathematics, University of Turku, Finland.

Journal of Universal Computer Science, vol. 3, no. 11 (1997), 1180-1193
submitted: 8/8/97, accepted: 23/10/97, appeared: 28/11/97  Springer Pub. Co.



the states visited in the complete computation of the input instead of only the
�nal responses, the outputs of the �nal states.

In Calude and Lipponen [4] we considered Moore automata that are input-
incomplete but output-complete, meaning that all the states in the automaton
emit an output but for some pairs of states and inputs the transition to the next
state is unde�ned. We proved that the factor automaton M(A) (with respect to
the equivalence relation between the states) simulates the original automaton A,
i.e., produces the same outputs for the same input sequences and nothing more.
This automaton was showed to be minimal, that is, to have the least number
of states among all the automata that simulate A, and to be unique up to an
isomorphism. Furthermore,M(A) is natural from the point of view of dynamical
systems [3] since it generates exactly the same so�c shifts as A.

In Section 2 we will extend our results to output-incompleteMoore automata.
It turns out that, in contrast to the classical models, our model is a natural
extension from that of the complete automata (where all the transitions and
outputs are de�ned). So the minimal complete automaton (as well as the minimal
output-complete automaton) is obtained by exactly the same method.

Section 3 compares our method to one of the recent models by Mikolajczak
[11], by means of an example. We explain why the classical minimal model does
not satisfy the properties we set to the minimal automata though it usually has
less states and is clearly optimal in another context.

2 Minimality

If S is a �nite set, then jSj denotes the cardinality of S. A partial function

f : A
�

! B is a function de�ned for some elements from A. In case f is not
de�ned on a 2 A we write f(a) = 1. Let D(f) = fa 2 A j f(a) 6= 1g denote
the domain of f . If D(f) = A, we say that f is total. Two partial functions f
and g are equal, f = g, if D(f) = D(g) and f(a) = g(a), for every a 2 D(f). If �
is a �nite set, called alphabet, then �� stands for the set of all �nite words over
� and the empty word, denoted by �. By w+ we mean all nonempty powers wi

of the word w 2 �� whereas w� includes also w0, the empty word. The length
of a word w is denoted by jwj. For further details, see Hopcroft and Ullman [10].

A deterministic (�nite) Moore automaton over the alphabets � (input
symbols) and O (output symbols) is a system A = (SA; �A; FA), where SA is
the (�nite and nonempty) set of states, �A is the transition table, from
SA�� to the set of states SA, and FA is the output mapping from the set of
states SA into the output alphabet O.

If both the transition table and the output mapping are total then the cor-
responding automaton is said to be complete. If they are partial we can distin-
guish two types of incompleteness. We say that A is input-incomplete if the
transition mapping �A is partial and output-incomplete if the output map-
ping FA is partial. If in the �rst case there is no transition from a state p labelled
by a, we write �A(p; a) =1, and if in the second case the output of the state p
is not speci�ed, we write FA(p) = 
 where 
 is a new symbol, 
 62 O. Thus we

extend the partial function FA : SA
�

! O to a total function FA : SA ! O[f
g
which may have unspeci�ed outputs. With this in mind, the following de�nitions
are extensions of the ones presented in Calude and Lipponen [4].
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The transition diagram can be naturally extended to a partial function �A :

SA ���
�

! SA, as follows: for every s 2 SA, w 2 �� and � 2 �,

�A(s; �) = s;

�A(s; �w) =

�
�A(�A(s; �); w); if �A(s; �) 6=1;
1; otherwise.

We say that a word w 2 �� is applicable to the state p 2 SA if the transition
�A(p; w) is de�ned. The set of all applicable words to p is denoted by WA(p),
and hence

WA(p) = fw 2 �� j �A(p; w) 6=1g

consists of all words leading to complete computations on the state p.
If some of the outputs are unspeci�ed we can set a further restriction to

applicable words. Following Mikolajczak [11], a word w 2 �� is said to be
admissable for a state p 2 SA if w is applicable to p and the output of the
last state of the complete computation of w is speci�ed. A set of all admissable

words for a state p is denoted by ŴA(p),

ŴA(p) = fw 2 �� j w 2WA(p) and FA(�A(p; w)) 6= 
g:

For any state p 2 SA the applicable words of p have always the property that
if uv is applicable for p then also u is applicable for p. This is not the case for

admissable words. Indeed, it is possible that uv 2 ŴA(p) but u 62 ŴA(p), see
Example 1. However, the following properties are straight consequences of the
de�nition.

Lemma1. Let A = (SA; �A; FA) be an incomplete automaton.

1) For all p 2 SA and u; v 2 ��, if uv 2 ŴA(p) then v 2 ŴA(�A(p; u)).

2) For all p 2 SA, � 2 ŴA(p) i� FA(p) 6= 
.

The responses of an automaton A = (SA; �A; FA) to an input signal w 2 ��

are de�ned as follows:

{ The total response of A is the partial function RA : SA��
�

�

! (O[f
g)�

such that

RA(s; �) = FA(s); and

RA(s; �1 : : : �n) = FA(s)FA(�A(s; �1))FA(�A(s; �1�2)) : : :

: : : FA(�A(s; �1 : : : �n));

for s 2 SA, �1 : : : �n 2 WA(s), �i 2 �, n � 1 and 1 � i � n.

{ The �nal response of A is the partial function fA : SA � ��
�

! O [ f
g
such that fA(s; w) = FA(�A(s; w)), for all s 2 SA and w 2 WA(s).
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Thus, the total response is a sequence of outputs emitted by all the states that
are visited in the complete computation of the input, whereas the �nal response
is the output emitted only by the last state. Notice that D(RA) = D(fA) and
always jRA(s; w)j = jwj+ 1 with the convention that j
j = 1.

If A is output-incomplete then the computation of the applicable word may
visit states whose outputs are not speci�ed. The physical interpretation of such
unspeci�ed behaviour lies in quantum physics. Say, we know that an electron
goes through one of the two holes but we do not know which one. By Heisen-
berg's uncertainty principle any apparatus to determine the exact behaviour will
disturb the electron enough to destroy the interference pattern (see, for instance,
Feynman [6] for further details). To preserve this unspeci�ed behaviour we will
use the symbol 
 like any other output symbol and require that if two states
respond in the same way for a given input then the unspeci�ed outputs appear
in the corresponding places of the output sequences.

Example 1. Let � = fa; bg, O = f0; 1g and consider the three-state output-
incomplete automaton A presented below.

0p

r

q Ω|

|

| a

ba

1

A:
b

The state p emits an output 0, FA(p) = 0, the state r emits an output 1,
FA(r) = 1, and the output of the state q is not speci�ed, FA(q) = 
.

The words a; abaib, i � 0, are admissable for the state p, the words baib; baiba
for the state r and the words aib; aiba for the state q, respectively. On the other
hand, the word ab is applicable to the state p but not admissable, ab 2 WA(p) n

ŴA(p), whereas the word b is not applicable to the state p since �A(p; b) =1.
By de�nition, RA(p; aba) = 01

, RA(q; aba) = 

01, and RA(r; aba) =

1. We also have fA(p; aba) = 
, fA(q; aba) = 1, and fA(r; aba) =1.

In Calude and Lipponen [4] we de�ned in what conditions an automaton
simulates the behaviour of another automaton, that is, responds in exactly the
same way to the same input sequences. We used the abbreviation �{simulation
instead of behavioral simulation. Formally, we say that the automaton A =
(SA; �A; FA) is �{simulated by the automaton B = (SB ; �B ; FB) if there is
a mapping h : SA ! SB such that for all s 2 SA and w 2 ��, RA(s; w) =
RB(h(s); w). If A and B both �{simulate each other, then they are said to be
�{equivalent. Furthermore, if the mapping h : SA ! SB is one-to-one and
onto, and for all s 2 SA and � 2 WA(s) \ �, h(�A(s; �)) = �B(h(s); �), then
A and B are isomorphic. An automaton A is minimal if every automaton B
which is �{equivalent to A has at least as many states as A, jSAj � jSB j.

In order to obtain the minimal automaton we �rst de�ne how two states can
be distinguished by means of a \measurable experiment", i.e., by the responses
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of the automaton to an input w 2 ��. Following Calude and Lipponen [4], we
say that the experiment is not relevant if it is applicable to neither p nor q;
hence, another experiment is required. On the other hand, if the experiment is
relevant then we have three further possibilities: w is applicable to either p or q
but not to both, or w is applicable for both p and q and RA(p; w) 6= RA(q; w)
or RA(p; w) = RA(q; w). In the �rst two cases w distinguishes between p and q,
and in the third case w cannot distinguish between p and q.3

Consequently, two states p; q 2 SA are indistinguishable, p �f q, i�

fA(p; w) = fA(q; w) for all w 2 ��:

If p and q are not indistinguishable we say that they are distinguishable. In
the same way we can de�ne the relation �R by using the total response RA.
Notice that this relation, in a sense, re
ects �-simulation; in other words, A is
�-simulated by B i� for every state p 2 SA there is a state h(p) 2 SB such that
p and h(p) are indistinguishable.

The following properties show that the relations �f and �R hold simultane-
ously (hence we will simply use � in the sequel) and are well-behaved, that is,
the transition function preserves indistinguishability.

Lemma2. Let A = (SA; �A; FA) be an incomplete automaton. Then for all
p; q 2 SA,

1) p �f q i� p �R q,
2) if p �f q then �A(p; w) �f �A(q; w) for all w 2WA(p),
3) if p �f q then FA(p) = FA(q).

Proof. 1) If p �R q then p �f q by de�nition. So assume that p �f q. First,
RA(p; �) = FA(p) = fA(p; �) = fA(q; �) = FA(q) = RA(q; �): Assume now that
RA(p; w) = RA(q; w) for all words w whose length is at most n. Then for any
� 2 �,

RA(p; w�) = RA(p; w)FA(�A(p; w�))

= RA(p; w)fA(p; w�)

= RA(q; w)fA(q; w�)

= RA(q; w)FA(�A(q; w�))

= RA(q; w�);

if w� 2 WA(p); otherwise, RA(p; w�) =1 = RA(q; w�).
2) Let w 2 WA(p) = WA(q) and denote r = �A(p; w) and s = �A(q; w).

The applicable words of r and s can be obtained from the applicable words of p
and q,

WA(r) = fu j wu 2WA(p)g and WA(s) = fu j wu 2WA(q)g:

Since WA(p) and WA(q) are equal, also the sets WA(r) and WA(s) are equal.
On the other hand, for any w 2WA(r),

fA(r; u) = fA(p; wu) = fA(q; wu) = fA(s; u):

3 From the mathematical point of view this describes exactly the behaviour of two
partial functions.
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Thus r and s are indistinguishable, too.
3) The statement follows from the fact that FA(p) = fA(p; �) = fA(q; �) =

FA(q): 2

Notice that the similar proof as in Lemma 2 shows that we can de�ne �{
simulation equivalently in terms of �nal responses instead of total responses.

Indistinguishability is an equivalence relation since it is re
exive, symmetric
and transitive; hence, we can construct a factor automaton M(A) for any given
automaton A = (SA; �A; FA). Let [s] denote the equivalence class of the state
s 2 SA, [s] = fp 2 SA j s � pg. The following algorithm shows how these classes
can be found.

Algorithm

1. Let SA = fq1; q2; : : : ; qkg. Construct an empty table

q2
q3
...
qk�1

qk
q1 q2 � � � qk�2 qk�1

2. If the states qi and qj , i < j, have di�erent outputs or exactly one of the
transitions �A(qi; a) and �A(qj ; a) is de�ned and the other one is not de-
�ned, for some a 2 �, then the states are distinguishable and we place � in
the entry (qi; qj).

3. If the states qi and qj have exactly the same transitions and outputs, then
they are indistinguishable and we place _ in the entry (qi; qj).

4. For any entry (qi; qj) which is still unmarked, we place all the pairs (si; sj),
i 6= j, where si = �A(qi; a) and sj = �A(qj ; a) for a 2WA(qi) \�.

5. If any of the entries (si; sj) contains �, we place � in the entry (qi; qj).
6. If all the entries (si; sj) contain _, we place _ in the entry (qi; qj).
7. After repeating 5 and 6 (at most k � 1 times), we place _ in the remaining

entries.

A closer look at the previous procedure shows that it follows naturally from
the de�nition of indistinguishability. In Step 2 the states qi and qj are distin-
guishable either by the empty word, fA(qi; �) = FA(qi) 6= FA(qj) = fA(qj ; �), or
by the word w = a for which �A(qi; a) =1 and �A(qj ; a) 6=1 (or vice versa).
In Step 3 the states are indistinguishable if they have the same outputs and the
transitions to the next states are exactly the same. In Step 5 the states qi and
qj are distinguishable if at least one of the pairs si and sj are distinguishable
because of Lemma 2. On the other hand, in Step 6 where all the pairs (si; sj)
are indistinguishable, also qi and qj are indistinguishable since the possibility of
having di�erent outputs and transitions has already been excluded in Step 2.
Finally, after repeating the two previous steps and no other entries can be �lled,
all the remaining unmarked pairs have to be indistinguishable. This is because
we have not found any word that distinguishes them and by the result in Calude
and Lipponen [4], to test the condition RA(qi; w) 6= RA(qj ; w) it is su�cient to
consider all the words of length jSAj � 1.
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De�ne a new automatonM(A) = (SM(A); �M(A); FM(A)) such that SM(A) =
f[s] j s 2 SAg, and for all [s] 2 SM(A),

FM(A)([s]) = FA(s);

�M(A)([s]; w) =

�
[�A(s; w)] ; if w 2WA(s);
1; otherwise.

Because of Lemma 2, we have indeed a well-de�ned automaton which is minimal
and unique up to an isomorphism. Before proving the main theorem, we want
to point out that if SA = fs1; s2; : : : ; sng then for each class [s], s 2 SA, we can
�x a unique representative of the class to be the state srep having the minimum
index between all the states in the same class. This means that

a) there is rep 2 f1; 2; : : : ; ng such that srep � s, and
b) for all sj 2 SA for which sj � s we have rep � j.

Lemma3. Let A = (SA; �A; FA) and B = (SB ; �B ; FB) be two incomplete
automata. If WA(p) =WB(q) for some p 2 SA and q 2 SB, then

WA(�A(p; w)) =WB(�B(q; w))

for all w 2 WA(p).

Proof. Assume that there is a word u such that u 2 WA(�A(p; w)) but u 62
WB(�B(q; w)). By de�nition, this implies that wu 2 WA(p) nWB(q), a contra-
diction. 2

Theorem4. For every incomplete automaton A,

1) M(A) and A are �{equivalent.
2) M(A) is minimal.
3) If B and A are �{equivalent and B is minimal, then M(A) and B are iso-

morphic.

Proof. 1) We split the proof in two parts and �rst prove that M(A) is �{
simulated by A via a mapping h : SM(A) ! SA, where h([s]) = srep. The map-
ping h is well de�ned since for any p; q 2 SA and [p] = [q], we have prep = qrep,
so h([p]) = h([q]). Furthermore, h veri�es the de�nition for �{simulation. In-
deed, for all [s] 2 SM(A) and w 2 ��, fM(A)([s]; w) = FM(A)(�M(A)([s]; w)) =
FM(A)([�A(s; w)]) = FA(�A(s; w)) = fA(s; w) = fA(h([s]); w). For the other
part, let g : SA ! SM(A) be a mapping such that g(s) = [s]. Then for all p 2 SA
and w 2 ��, fA(p; w) = FA(�A(s; w)) = fM(A)(g(p); w) which shows that A is
�{simulated by M(A).

2) To prove that M(A) is minimal, let B be any automaton which is �{
equivalent to A via the mappings i : SA ! SB and j : SB ! SA. We will show
thatM(A) has fewer states than B by showing that the mapping l : SB ! SM(A)

de�ned by l(s) = [j(s)] is an onto function. Indeed, for any [q] 2 SM(A), there
is a state i(q) 2 SB such that l(i(q)) = [j(i(q))] = [q]. This is because for all
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s 2 SA, we have s � j(i(s)), and for all t 2 SB , we have t � i(j(t)). So l is
an onto function from the �nite set SB to another �nite set SM(A), and hence,
jSM(A)j � jSB j.

3) Let A and B be �{equivalent via the mappings i : SA ! SB and j :
SB ! SA. We will show that the mapping l : SB ! SM(A), used in 2) is an
isomorphism between B and M(A). By minimality of M(A), jSM(A)j � jSB j,
and by minimality of B, jSB j � jSM(A)j, so jSM(A)j and jSB j are equal. Since
we have an onto mapping between two �nite sets with the same cardinality, it
follows that l is also one-to-one.

To conclude the proof we have to show that for all s 2 SB and � 2 �,
l(�B(s; �)) = �M(A)(l(s); �) Since M(A) is minimal, it is su�cient to prove
that the states are indistinguishable in M(A). First we notice that

fB(s; w) = fM(A)(l(s); w) (1)

since according to the de�nition of l, fM(A)(l(s); w) = fM(A)([j(s)]; w) and by
the construction of M(A), fB(s; w) = fA(j(s); w) = fM(A)([j(s)]; w).

Next we notice that

WM(A)(�M(A)(l(s); �)) =WM(A)(l(�B(s; �))):

Indeed, by equation (1), we have WM(A)(l(s)) = WB(s) which, by Lemma 3
implies that WM(A)(�M(A)(l(s); �)) = WB(�B(s; �)), for all � 2 WM(A)(l(s)),
and again by equation (1), WB(�B(s; �)) =WM(A)(l(�B(s; �))).

Finally, l(�B(s; �)) and �M(A)(l(s); �) are indistinguishable in M(A) since
for all w 2 WM(A)(l(�B(s; �))),

fM(A)(l(�B(s; �)); w) = fB(�B(s; �); w)

= FB(�B(s; �w))

= fB(s; �w)

= fM(A)(l(s); �w)

= FM(A)(�M(A)(l(s); �w))

= FM(A)(�M(A)(�M(A)(l(s); �); w))

= fM(A)(�M(A)(l(s); �); w):

2

Corollary 5. For any two minimal incomplete automata A and B the following
are equivalent:

1) A and B are �{equivalent.
2) A and B are isomorphic.

Since 
 has been treated just as an output symbol, the whole concept of
output-incomplete Moore automaton can actually be embedded into an output-
complete automaton studied in Calude and Lipponen [4]. For each output-
incomplete automaton A there is a corresponding output-complete automaton
Ac (where the symbol 
 is replaced by some speci�ed symbol x 62 O) such that
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A is minimal i� Ac is minimal over the alphabet O [ fxg. On the other hand,
every output-complete or complete automaton can be regarded as a subcase
of the output-incomplete automata since a total function is a special case of a
partial function. The minimal complete automaton obtained in this way is ex-
actly the same as the one obtained in Calude, Calude and Khoussainov [1]. This
guarantees that our model is consistent.

In Calude and Lipponen [4] we also proved that every �nite class of pairs
of input-incomplete automata and initial states (Ai; qi) can be embedded into a
�nite class which has a unique minimal universal input-incomplete automaton
(without initial states). By universal automaton we mean an automaton UC
whose behaviour, in a way, represents the behaviour of the class C = f(Ai; qi)g.
By this we mean that for each state p 2 SU there is an initial state qi 2 SAi

such that p and qi are indistinguishable, and vice versa, for each initial state qi
there is a corresponding state p 2 SU . We can prove that this kind of minimal
universality can be obtained also for output-incomplete Moore automata.

3 Two models of minimal automata

In this section we will discuss some major di�erences between the model of min-
imal automaton presented in the previous section and the model in Mikolajczak
[11]. To this aim we construct both the minimal automaton M(A) and the min-
imal cover Amin for an automaton A = (SA; �A; FA) presented in Figure 1.
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Figure 1: Automaton A and its transition table �A

Minimal automaton M(A)

We will �rst construct the equivalence classes using the results and the algorithm
of the previous section. If we go through the states SA = fq1; q2; q3; q4; q5; q6; q7g
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we notice that Step 2 places � to the entries (q1; q2), (q1; q3), (q1; q4), (q1; q5),
(q1; q6), (q1; q7), (q2; q3), (q2; q4), (q2; q6), (q2; q7), (q3; q5), (q4; q5), (q5; q6), (q5; q7)
because of the di�erence between the outputs, for instance, FA(q1) = 
 and
FA(q5) = 1, and to the entries (q3; q4), (q3; q6), (q3; q7), (q4; q7), (q6; q7) because of
the di�erence between the transitions that are de�ned or unde�ned, for instance,
�A(q3; b) =1 and �A(q7; b) = q1. Step 3 places _ in the entry (q4; q6). Step 4
assigns the pair (q4; q6) to the remaining entry (q2; q5), and by Step 6, we place
_ in the entry (q2; q5) since the entry (q4; q6) contains _. We have obtained the
following table where each entry containing � contains, for clari�cation, also
the word which distinguishes between the states unless the word is empty (the
outputs of the states are di�erent) in which case we do not write anything.

q2 �
q3 � �

w = a
q4 � � �

(q4; q6)
q5 � _ � �

w = a
q6 � � � _ �

w = a w = d w = d
q7 � � � � � �

q1 q2 q3 q4 q5 q6

According to the table only the pairs (q2; q5) and (q4; q6) are indistinguishable.
Hence we have �ve equivalence classes, denoted by p1 = [q1], p2 = [q2] = [q5],
p3 = [q3], p4 = [q4] = [q6] and p5 = [q7]. The automaton M(A) which by
Theorem 4 is unique up to an isomorphism is presented in Figure 2.
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Figure 2: Minimal automaton M(A)

Minimal cover Amin

We will next construct the minimal cover Amin following the method in Miko-
lajczak [11] but without going very deeply into the details.
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Two states p; q 2 SA are said to be incompatible i� there is a (possibly

empty) word w 2 ŴA(p) \ ŴA(q) such that fA(p; w) 6= fA(q; w). If p and q are
not incompatible then they are said to be compatible. Notice that this relation
is both re
exive and symmetric but not transitive so it cannot be an equivalence
relation, and hence, does not generate a factor automaton. However, the relation
induces a maximal cover on the set of states. The following table shows which
states in A are compatible (_) and which are incompatible (�). If an entry (p; q)
contains a pair of states (r; s) then this means that p and q are incompatible
only if r and s are incompatible.

(q3; q4)
q2 _

(q3; q4)
q3 _ �
q4 _ � _

(q3; q6) (q4; q6)
q5 _ _ � �

(q3; q4)
q6 _ � _ _ �
q7 � � � � � �

q1 q2 q3 q4 q5 q6

The maximal set of compatible states Tmax is a subset of the state set
SA such that every pair of its states is compatible, and adding an extra state s
to the set Tmax results that the set Tmax [ fsg is not compatible. The maximal
set of compatible states of A is

Tmax = f(q1; q2; q5); (q1; q3; q4; q6); q7g:

We can now construct the family Amin = fAkg with minimal number of states.
Let s1 represent the states (q1; q2; q5), s2 the states (q1; q3; q4; q6), and s3 the
state q7, respectively. The transition table �min is de�ned from �A as follows:

a b c d output
s1 s1 � s2 s2 1
s2 s1 s1=s2 s2 s1 0
s3 � s1=s2 s1 s2 0

Since there are two transitions where the next state has two possible out-
comes, such as �(s2; b) = s1 or �(s2; b) = s2 and the automaton is determin-
istic, we have altogether 2 � 2 = 4 three-state automata in the family Amin
and each Ak, k = 1; : : : ; 4, represents the automaton A. By our interpretation

this means that for any state qi 2 SA and admissable word w 2 ŴA(qi) there
is a state sj such that fA(qi; w) = fAk

(sj ; w), and vice versa, for any state sj
and an input w 2 WA(sj), there is a state qi 2 SA such that w 2 ŴA(qi) and
fAk

(sj ; w) = fA(qi; w).

Contrasting the models

The main di�erences between M(A) and Amin can be found in the way they
preserve the total responses and the unde�ned or unspeci�ed behaviour of A, in
other words, how much information we lose in the minimization process.
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By Lemma 2, we may use equivalently total responses and �nal responses
in constructing the minimal automaton M(A). The minimal cover Amin has no
such property. Each automaton Ak, k = 1; : : : ; 4, represents the automaton A
with respect to �nal responses but not with respect to total responses. Assume
that the transitions of automata Ak, k = 1; : : : ; 4, are the same as in �min

except that

�A1
(s2; b) = s1 = �A1

(s3; b);

�A2
(s2; b) = s1; �A2

(s3; b) = s2;

�A3
(s2; b) = s2; �A3

(s3; b) = s1;

�A4
(s2; b) = s2 = �A4

(s3; b):

The response of the state q7 to an input w = bc is RA(q7; bc) = 0
0 while the
responses of s3 in automata Ak are

RA1
(s3; b) = 010 = RA3

(s3; b);

RA2
(s3; b) = 000 = RA4

(s3; b):

So the unspeci�ed output is interpreted into both 0 and 1. This is because the
state q1 with unspeci�ed output is represented by both s1 which emits an output
1 and s2 which emits an output 0.

We also notice that the automaton Ak can respond to a given input sequence
in the way that is not possible in the automaton A if we consider total responses.
For instance, RA1

(s2; cdc) = 0000 but

RA(q1; cdc) = 
010;

RA(q2; cdc) =1 = RA(q5; cdc);

RA(q3; cdc) =1;

RA(q4; cdc) = 0010 = RA(q6; cdc);

RA(q7; cdc) = 0100:

If we consider the uniqueness of the two models we �rst notice the following
result which is a straight consequence of Theorem 4.

Corollary 6. Two incomplete automata A1 and A2 are �{equivalent i� their
minimal automata M(A1) and M(A2) are isomorphic.

The result for the minimal coverAmin is much weaker. Indeed, the automaton
B presented in Figure 3 has exactly the same minimal cover as the automaton
A if we denote that s1 represents the states (q1; q2), s2 the states (q1; q3) and
s3 the state q4, respectively. Because of this A and B produce the same �nal
responses for the words that are admissable for both of them but we cannot
say anything about other words. For instance, w = dddd is admissable for the
state q2 in B since �B(q2; w) = q2 but w is not admissable for any state in A,
�A(qi; w) = 1 for all i = 1; : : : ; 7. We also notice that the minimal automata
M(A) and M(B) = B are not isomorphic. Hence if we consider any of the
automata Ak, we cannot recover many features of the original automaton A.

The following result shows the relation between indistinguishability and com-
patibility.
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Figure 3: Automaton B whose cover Bmin is isomorphic to Amin

Lemma7. Let A be an incomplete automaton. For any states p; q 2 SA, if p
and q are indistinguishable then they are compatible, and if there is a third state
r 2 SA such that q and r are compatible then also p and r are compatible.

Proof. For the �rst part, assume that p and q are incompatible. Then there is a

word w 2 ŴA(p)\ ŴA(q) such that fA(p; w) 6= fA(q; w). But this means that w
distinguishes between p and q.

For the second part, assume that p and q are indistinguishable and q and r are

compatible. This means that for any word w 2 ŴA(q) \ ŴA(r), the responses

fA(q; w) and fA(r; w) are equal. But since p � q, the sets ŴA(p) and ŴA(q)

are the same and the responses are the same. Hence w 2 ŴA(p) \ ŴA(r) and
fA(p; w) = fA(r; w). 2

Lemma 7 implies that our method shortens the algorithm to construct the
minimal cover Amin.

Theorem8. The minimal cover Amin is isomorphic to the minimal cover
M(A)min.

Proof. By Lemma 7, the number of states in Amin is exactly the same as the
number of states in M(A)min, since any time p is represented by some state s of
Ak also q is represented by s. So the pair (p; q) can be replaced everywhere by
the class [p] without a�ecting the number of the elements in the maximal set of
compatible states Tmax. On the other hand, since p and q are indistinguishable,
they respond in exactly the same way for all input sequences. Hence the transi-
tions of the states in Amin are isomorphic to the transitions in M(A)min. 2

To illustrate the previous proof, consider the automaton M(A) in Figure 2.
Then

Tmax = f(p1; p2); (p1; p3; p4); p5g;

and the transition table of M(A)min is exactly the same as �min if we let
s1 represent the states (p1; p2), s2 the states (p1; p3; p4), and s3 the state p5,
respectively.
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