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1 Introduction

The evolvement of actual systems is in
uenced by random factors, hence their
e�ect must be included in the simulation model. One of the most important
issues in numerical simulation and Monte Carlo methods is the computer ge-
neration of random samples for some random variables or stochastic processes.
The construction of e�ective algorithms for generation of random variables is
a "must" in simulation models. Such algorithms are available for most of the
statistical distributions.

Laha distribution has been introduced in 1958 [4] ; as an example of a non-
normal distribution where the quotient follows the Cauchy law. Others interes-
ting properties of Laha distribution can be identi�ed. Therefore the interest for
its generation is fully justi�ed.

In this paper we present algorithms for generation of Laha distribution and
we discuss its applications to life time modelling. In Section 2 of this paper
we present properties of the original Laha distribution, which we denote by
L (0; 1) ; an extension to a family of distributions, L

�
�; �2

�
; � 2 R; �2 > 0 is

considered too. In Section 3; the computer generation of the L (0; 1) distribution,
(denoted by L) and of its version L+; concentrated on [0;1); are discussed. We
present two generation methods: the composition procedure (using a mixing
between a uniform distribution on [0; �] and a Student distribution t (r) on
(�;1) ; 1 � r � 4 ), and the ratio of uniforms method. Basic algorithms and
simulation results are presented. In Section 4 we emphasize a property of Laha
distribution, which allows us to consider an L+ distributed random variable as
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the life time of a manufacturing system, with a non-monotonous, positive failure
intensity, characterized by the existence of a critical failure interval (or a running
in period).

2 De�nitions and properties

De�nitions 1) A random variable X has a Laha distribution L (0; 1) if its
distribution is absolutely continuous with respect to the Lebesgue measure, and
its probability density is

f (x) =

p
2

� (1 + x4)
; x 2 R: (1)

2) A random variable X has a Laha distribution L
�
�; �2

�
; with parameters

� 2 R; �2 > 0; if its probability density is

f
�
x;�; �2

�
=

�
�2
�3=2p

2

�
h
�4 + (x� �)

4
i ; x 2 R:

The following property has been established by Laha [3] ; it shows a similarity
to the normal distribution N (0; 1) :

Proposition 1 Let X1; X2 be two independent, identical distributed random va-
riables, with the distribution L (0; 1) : Then, the ratio X1=X2 has a Cauchy dis-
tribution.

There are several other resemblances and several di�erences between Laha and
normal distributions, easy to see in the following result, which is obtained by
direct calculation.

Proposition 2 Let X be a random variable, with a L
�
�; �2

�
distribution. Then

E (X) = �; V ar (X) = �2; but the moments E (Xp) do not exist for p � 3: The
characteristic function of L

�
�; �2

�
distribution is

'(t;�; �2) = expfit�� �
p
2

2
j t jg

"
cos

 
�
p
2

2
t

!
+ sin

 
�
p
2

2
j t j
!#

; t 2 R:

We notice that '(t;�; �2) is equal to the product of the characteristic function of

a Cauchy distribution of parameters
�
�; �

p
2

2

�
and the real function g

�
t;�2

�
=

cos
�
�
p
2

2 t
�
+ sin

�
�
p
2

2 j t j
�
; t 2 R:
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3 Computer generation

For computer generation of a random variable with a L (0; 1) distribution, the
inverse method is inappropriate, because the distribution function is rather
complicated,

FL(x)=
1

4�
ln
x2 + 1 +

p
2x

x2 + 1�p2x +
1

2�

�
arctan

�p
2x+ 1

�
+arctan

�p
2x� 1

��
+

1

2
;

and the equation FL (X) = U is diÆcult to solve.
We notice that the L distribution is symmetrical, hence it will be enough to

generate Laha distribution concentrated on [0;1); denoted L+; which has
the probability density

fL+ (x) =
2
p
2

�
� 1

1 + x4
; x � 0: (2)

Remark 1 If X is a random variable with L+ distribution, then

E (X) =
p
2
2 and V ar (X) = 1

2 :

Remark 2 If X is a random variable with L+ distribution, then a variable Y
with L distribution is obtained by means of the random sign:

(i) Generate X; a random variable with L+ distribution
(ii) Generate V; a random variable uniformly distributed on (0; 1)
(iii) If V � 0:5 � 0; then consider Y = �X; else consider Y = X:

3.1 Computer generation of L+ by the composition procedure

The composition procedure is used to generate random variables for which the
density function may be written as a mixing of several probability densities
gi(x); 1 � i � s: That is,

f (x) =

sX
i=1

pigi(x); 0 < pi < 1 for 1 � i � s;
X

pi = 1:

If we denote by N the discrete random variable with probability distribution
P (N = i) = pi; 1 � i � s; and by YN a random variable with density func-
tion gN (x) ; then X = Yi with probability pi: When the random variables YN ;
1 � N � s are easy to generate, the simulation of X is obtained through a dis-
crete mixing procedure. For the simulation of a L+ distribution we use Bucher's
method [2] for the generation of L+

j[0;�] (considering a variable uniformly distribu-

ted on [0; �]), and a rejection method for the generation of L+
j(�;1) (considering

a variable following a Student distribution).

Proposition 3 Let us suppose that, for a speci�ed probability density v(x); the
following hypotheses are true:

(1) The equation fL+ (x) = v (x) has a unique solution x = �; and for x > �
we have v (x) > fL+ (x) :
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(2) There exists a decomposition

fL+ (x) = p1f1 (x) + p2f2 (x) ;

with

p1 = p1 (�) =

�Z
0

fL+ (x) dx = FL+ (�) ; p2 = p2 (�) = 1� FL+ (�) ;

f1 (x) =

�
1
p1
fL+ (x) ; 0 � x � �

0; x > �

f2 (x) =

�
0; 0 � x � �

1
p2
fL+ (x) ; x > �

Then, a variable X, with density fL+ (x) is obtained by generating with proba-
bility p1 an X with density f1 (x) ; and with probability p2 an X with density
f2 (x) :

(a) Bucher's method [2] for n = 1 is used to generate random variables
with probability density f1 (x) : We consider the factorization

f1 (x) = Kg1 (x)h1 (x) ; x 2 [0; �] ;

where K > 0 is a constant, g1 (x) is the density function of an easy to generate
random variable on [0; �] ; and h1 (x) : [0; �] ! [0; 1] is an integrable function.

For the L+ distribution, K = 2
p
2�=�; and

g1 (x) =
1

�
; h1 (x) =

1

1 + x4
; x 2 [0; �] :

(b) The rejection method is used to generate random variables with pro-
bability density f2 (x) : Hence, we need a constant � = � (�) such that

f2 (x) � �v0 (x) for x 2 (�;1) ;

where v0(x) is a probability density on (�;1) :
For the L+ distribution, we take into consideration the class of Student dis-

tributions t+(r); concentrated on [0;1] :

v (x) 2 �ft+(r) (x) ; r = 1; 2; 3; 4
	
; (3)

with

ft+(r) (x) =
2�
�
r+1
2

�
p
r��

�
r
2

� �1 + x2

r

�� r+1
2

; x � 0:

It follows that

v0 (x) =
1

1R
�

ft+(r) (x) dx

ft+(r) (x) =
1

1� Ft+(r) (�)
ft+(r) (x) ; x 2 (�;1) ;
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and

� = � (�; r) =

p
2r�

�
r
2

� �
1� Ft+(r) (�)

�
p
��
�
r+1
2

�
p2 (�)

max
x2(�;1)

�
1 + x2

r

� r+1

2

1 + x4
:

The probability of rejection in this procedure is given in the following proposi-
tion.

Proposition 4 Let U and Y be two independent random variables, such that U
is uniformly distributed on [0; 1] and Y is uniformly distributed on [0; �] : Then,
denoting

prej (�) = P

�
U >

1

1 + Y 4

�
;

we have

prej (�) = 1� 1

2�
p
2

"
1

2
ln
�2 + 1 + �

p
2

�2 + 1� �
p
2
+ arctan

�2 � 1

�
p
2

+
�

2

#
:

Proof. The random vector (U; Y ) has the probability density

� (u; y) =

�
1
� ; (u; y) 2 [0; 1]� [0; �]
0; otherwise.

Put D =
n
0 � u � 1; 0 � y � �; u > 1

1+y4

o
: Then

prej (�) =

Z
D

� (u; y) dudy =
1

�

�Z
0

0
BB@

1Z
1

1+y4

du

1
CCA dy:

The result is obtained by direct calculation of this integral. 2

Remark 3 Our choice of the family (3) is based on two facts:
- The equations

2
p
2

�
� 1

1 + x4
=

2�
�
r+1
2

�
p
r��

�
r
2

� �1 + x2

r

�� r+1
2

; r � 1 (4)

have unique solutions for r = 1; 2; 3; 4 and they have two solutions for r � 5:
- Plotting the curves fL+ (x) and ft+(r) (x) for r = 1; 2; 3; 4; one can see that

the following inequalities is satis�ed:

fL+ (x) < ft+(r) (x) for x > �:
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Numerical solutions of equations (4) have been obtained using Maple Library.

r : 1 2 3 4
� : 1:2897 1:1428 1:0807 1:046

Using Proposition 3 and Remark 3, the generation of a L+ distribution by means
of the composition procedure is implemented through the algorithm CRPL.

ALGORITHM CRPL
input h1; f1; f2; v

0
calculate p1; �; �
generate U uniformly distributed on (0; 1)
if U > p1 then

repeat
generate U1; uniformly distributed on (0; 1)
generate X; with the density v0 (x)

until U1 � f2 (X) =�v0 (X)
else

generate U2; uniformly distributed on [0; 1]
repeat

generate X; uniformly distributed on [0; �]
until U2 � h1 (X)

output X:

Remark 4 (1) Numerical average numbers of iterations for the generation of
a random variable X; with the L+ distribution, by means of the composition
procedure are presented in the following table:

r : 1 2 3 4
1=prej : 4:0987 5:3385 6:1218 6:6605
� : 3:4364 2:2676 1:9302 1:7759

p1
1

prej
+ (1� p1)� : 4:0178 4:8354 5:3423 5:6851

(2) In spite of the fact that � decreases as r increases, both the average num-
ber of trials and the diÆculty of generation of a random variable with probability
density v0(x) increase. Hence, we recommend the use of the Cauchy distribution
concentrated on [0;1) (that is, t+ (1)).

(3) The Cauchy distributed random variable may be obtained as the ratio
of two independent normally distributed random variables. Two simpler pro-
cedures are the following: (a) using the inverse method, based on the relation
X = tan (�U) ; where U is uniformly distributed, and (b) using a rejection pro-
cedure associated with the ratio of uniforms method, according to the following
algorithm:

repeat
generate i:i:d:r:v: U and V; uniformly distributed on [�1; 1]

until U2 + V 2 � 1
X  � V=U:
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3.2 Computer generation of L (0; 1) by the ratio of uniforms
method

The ratio of uniforms method is based on the following result, established by
Kinderman and Monahan [2] :

Proposition 5 Let A = f(u; v) j 0 � u �
q
f
�
u
v

�g; where f � 0 is an integrable

function. If (U; V ) is a random vector uniformly distributed over A; then V=U
the probability density 1

2�area(A)f:

Our goal is to generate X; with L (0; 1) distribution. It suÆces to enclose the
area A by a rectangle, in which we know how to generate uniform vectors, and
only to apply the rejection principle. We notice several properties of the set A :

- It is a subset of [0;1)�R:
- It is symmetric with respect to the u axis if f is symmetric with respect to

0:
- It vanishes in the negative v quadrant when f is the density of a non-

negative random variable.
- The boundary of A can be found parametrically by

f(u (x) ; v (x)) j x 2 Rg; where

u (x) =
p
f (x); v (x) = x

p
f (x):

Thus, A can be enclosed in a rectangle if and only if both f (x) and x2f (x) are
bounded.

The enclosing rectangle will be called B = [0; b)� [a�; a+] ; and the value

b (a+ � a�)
area (A)

=
2b (a+ � a�)
1R
�1

f (x) dx

will be called the rejection constant.
The generation algorithm is the following:

ALGORITHM RUML

input f
compute b; a+; a�
repeat

generate U; uniformly distributed on [0; b]
generate V; uniformly distributed on [a�; a+]
X  � V=U

until U2 � f(X)
output X:

The vector (U; V ) is uniformly distributed in A: Thus, the algorithm is valid,
i:e: X has the density proportional to the function f: The acceptance condition
U2 � f(X) cannot be simpli�ed by using logarithmic transformations, because
U is explicitly needed in the de�nition ofX:We notice that the rejection constant
is equal to the expected number of iterations.
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For the generation of the L (0; 1) distribution we consider f(x) equal to the

L (0; 1) density, b = sup
p
f (x) =

qp
2=�; a+ = supx

p
f (x) =

q
1=�
p
2; and

a� = inf x
p
f (x) = �

q
1=�
p
2:

Remark 5 Laha distribution has several applications to simulation, such as:
(a) The generation of a random variable with a Cauchy distribution as a ratio
of two independent, L (0; 1) distributed variables.
(b) The generation of truncated, normally distributed on [��; �] random varia-
bles, by means of a rejection method. Such a procedure is based on the fact that
there exists a positive value �; such that

fN(0;1) (x) � fL(0;1) (x) for x 2 [��; �] :
(c) The generation of Student distributed random variables,
t (r) ; r = 1; 2; 3; 4; truncated on [��; �]; by means of a similar rejection me-
thod.

4 Applications to life time modelling

The most frequently used model for the life time of a manufacturing system is
exponential distributed random variable. For such systems there is no ageing
process, and after each renewal the system starts "as good as new". But most
of the manufacturing systems are a�ected by ageing. Here we propose positive
Laha distribution as a model for the life time of a system which has a running
in period of time. That is, there exists an interval where the system is most
vulnerable because its ageing increases rapidly. Afterwards, the ageing is still
present, but it diminishes in time.

4.1 The life time

The fundamental mathematical items involved into maintenance of systems are
the following:
- the life time of the system, which is a positive random variable X; with pro-
bability density f (x) ; x � 0;
- the survival function

S (x) = 1� FX (x) =

1Z
x

f (t) dt; x � 0;

- the failure intensity (or the mortality rate)

h (x) =
f (x)

S (x)
; x � 0:

If h (x) > 0 for x � 0; the system ageing is positive, hence it deteriorates in
time. If h (x) = ct: for x � 0; there is no ageing process. Finally, if h (x) < 0 for
x � 0; the system ageing is negative, hence the performances improve in time.
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The probability distribution most frequently used in modelling the life time
is the Exponential Exp (�) distribution:

f (x;�) = �e��x; x � 0; � > 0:

In this case there is no ageing process, as

h (x) =
�e��x

1� (1� e��x)
= �:

But most of the manufacturing processes are a�ected by ageing. Kodlin [3] has
introduced a model for the life time X , which we denote by K (�; �), given by
the probability density

f (x;�; �) = (�+ �x) � exp
�
��x� �

x2

2

�
; x � 0; � > 0; � � 0:

For � = 0; Kodlin's distribution coincides with Exp (�), and there is no ageing
process. For � > 0; the failure intensity is

h (x) = �+ �x;

hence the manufacturing process is a�ected by a increasing positive ageing, hence
its capacities linearly deteriorate in time.

Proposition 6 The failure intensity hL+ (x) associated with a positive Laha
distribution L+ has the following properties:

hL+ (x) > 0 for x � 0;

and, there exists a positive value x0; (x0 � 1:0279) ; such that
hL+ (x0) = maxx�0 hL+ (x) ; hL+ (x) increases for 0 � x < x0 and hL+ (x)
decreases for x > x0:

Proof. The survival function is

SL+ (x) = 1� FL+ (x) ;

hence the failure intensity is

hL= (x)=
2
p
2

� � 1
1+x4

1�
h

1
2� ln

�
x2+1+

p
2x

x2+1�p2x

�
+ 1

�

�
arctan

�p
2x+ 1

�
+arctan

�p
2x� 1

��i
Notice that hL+ (0) = :90032; limx!1 hL+ (x) = 0: The derivative of hL+ (x) is
h0L+ (x) = g1(x)=g2(x); with

g1 (x)=�8�
p
2x3 (1�FL+ (x))

�
x2 + 1�

p
2x
�2�

x2 + 1 +
p
2x
�2

+ 8
�
1 + x4

�2
;

g2(x) = �2
�
1 + x4

�2 �
x2 + 1�

p
2x
�2 �

x2 + 1 +
p
2x
�2

(1� FL+ (x))2 > 0:

By numerical calculation, we obtain the existence of the point x0 � 1:0279; such
that h0L+ (x0) = 0; h0L+ (x) > 0 for 0 � x < x0; and h0L+ (x0) < 0 for x > x0: 2
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Comment: According to this property, the positive Laha distribution can
be used in modelling the life time of a manufacturing system, with a non-
monotonous, positive failure intensity: During the �rst "unit" of time,
[0; x0] ; the ageing of the system increases and it is "most vulnerable" at the mo-
ment x0, while afterwards, ageing is still present, but it diminishes in time. Such
manufacturing processes can be characterized by the existence of a "critical
failure interval" (or a "running in" interval).

4.2 A Markov renewal model

Now, let us consider a Markov renewal process as the model for a manufacturing
process with a non-monotonous failure intensity. Let E be a countable set, called
the set of the states of the system, and let fYn; n 2 Ng be a sequence of random
variables taking values in E: Let fXn; n 2 Ng be a sequence of i:i:d: random
variables, with positive Laha distribution. Consider the sequence T0 = 0, Tn+1 =
Tn +Xn+1; n 2 N: The stochastic process fYn; Tn; n 2 Ng is a Markov renewal
process i�

P (Yn+1 = j; Tn+1 � Tn � x j Y0; :::; Yn; T0; :::; Tn) =
P (Yn+1 = j; Tn+1 � Tn � x j Yn) :

We suppose that, for any i; j 2 E; x � 0; the probabilities

P (Yn+1 = j; Tn+1 � Tn � x j Yn = i) = Q (i; j; x)

are independent on n: Hence, the family fQ (i; j; x) j i; j 2 E; x � 0g is a semi-
Markov kernel over E: Let us denote by P (i; j) = limx!1Q (i; j; x) the associ-
ated transition probabilities of the Markov chain fYn; n 2 Ng:

Using theorem 1.13 [1] ; we obtain:

Proposition 7 For the positive Laha (L+) distributed life times
fXn; n 2 Ng; we have

Q (i; j; x) = P (i; j) �"
1

2�
ln

 
x2 + 1 +

p
2x

x2 + 1�p2x

!
+

1

�

�
arctan

�p
2x+ 1

�
+ arctan

�p
2x� 1

��#

and the minimal semi-Markov process

Zt =

�
Yn; if Tn � t < Tn+1

�; if t � supnTn

is not Markovian, where � is a point not in E; and t � 0:

For a deeper discussion on this model, we must specify the semi-Markov kernel
over E; but this exceeds the goal of this paper.
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