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An Introduction To Polypodic Structures
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Abstract: Pollypodes is an algebraic structure in between monoids and ' —algebras
having the advantages of both of them.Many objects of different nature such as words,
trees, graphs, functions, etc, can be studied in common into the framework of poly-
podes.

1 Introduction

Substitution is a basic operation in Computer Science consisting of producing
new objects by inserting objects of a certain kind into another object. Formally,
it can be described by a function of the type

MxM"—=M , (mymg,..,my,)—mmg,..,m,

called polypodic operation because it combines elements with n — tuples
of elements to get elements:

1 M,

Polypodes are sets endowed with such an operation fulfilling asscociativity
and unit axiom. There are at least four reasons motivating the introduction and
study of these new structures.

1)Polypodes provide an ideal set up to study in common objects of different
nature such as words , trees, graphs, functions, etc.Polypodes of functions were
introduced in P.Cohn under the name of clones (cf. [Cohn 65]).
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2)Polypodes seems to be the right structure needed to establish Eilemberg’s
famous theorem on varieties into the framework of trees. (cf [Bozapalidis2 99]).The
reason is that in polypodes the operation domain is merged with the carrier set
which is not the case of I' — algebras used by other authors as dominating
algebraic structure.

3) Polypodes are close related to recursive program schemes.Actually , addi-
tive polypodes are used to solve systems of equations (where right hand side
members are polynomials with coefficients in a semiring) into the space of
w — continuous functions over additive semimodules (cf [Bozapalidis1 99])

4)Polypodic calculus is a many variable calculus and so recognizability and
rationality phenomena appear in a wide diversity namely global recognizabil-
ity (which in monoids and trees coincides with ordinary recognizability) , local
recognizability (which corresponds to rationality in monoids and equationality
in I' — algebras ), partial recognizability (which is referred to substitution over
specified variables), top recognizability (saturation under equivalences respecting
the top argument) , etc.

The present paper is a short version of a part of [Bozapalidisl 99].It is com-
posed of five sections.

The category of n — polypodes is introduced in section 1.The set Tr(X,) of
trees over the n—ranked alphabet I" and the set of variables X,, = {x1, ...,z } is
the free n—polypode generated by I".Three distinct notions of congruence appear
according the arguments we use to define them :polypodic (resp. bottom,top)
congruencies are equivalent relations compatible with the polypodic operation
at all(resp. bottom ,top) arguments.Characterizations via monoid actions of the
above kinds of congruencies are given.

In section 2 ,one exhibits remarkable examples of polypodes : words, trees,
graphs, functions etc.Syntax in polypodes is examined in section 3.To each sub-
set L of a polypode M its syntactical polypodic congruence =;, and polypode
M7, are associated . The finite character of the above invariants leads to a notion
of recognizability called global . Characterization through derivatives is also ob-
tained. Section 4 is devoted to locally recognizable subsets which are projections
of recognizable forests on polypodes . These subsets have all the nice properties of
the rational subsets in monoids and equational subsets in I" — alg ebras .Finally
in the last section we discuss top partial and projective recognizability

2 Polypodes

Polypodes are algebraic structures in between monoids and I" — algebras and
they have the advantages of both of them.
Precisely , an n — polypode (n> 1)is a set M equipped with an operation
MxM"—=M (mymy,..my,) —m[m,..,mg]
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which is associative , i.e. for all m, m;,, m; € M it holds

mmy, ..., my)[ma ..., my] = mima[my ..., my], oy mp [ma’ .y my]]

and has a unit , that is an n-tuple e = (ey, ..., e;,) fulfilling the axiom

mleq,....ex] =m , e;lmq,....,my] =m;  for all m,m; € M.

A unit whenever exists it is unique. Monoids are 1 — polypodes and each
n — polypode M can be viewed as a I' — algebra with I' = M

Polypode morphism and subpolypodes are defined classically .Just a word
for the subpolypode pol(L) generated by a subset L C M ; it is defined by the
next items :

—{e1,..,en} UL C pol(L)

—if m € L and my, ...,m,, € pol(L), then m[my, ..., m,,] € pol(L)

Free Object Consider an n — rankedalphabet I' and a set of variables
Xn ={x1, ..., 20 }. Tr(X,) as usual denotes the set of all trees constructed by I"
and indexed by X, For t,t1,....,t, € Tr(Xy)

Jt[t1 /21, .ty /xp] or shortly [t, ..., t,] is the tree obtained by substituting
t; at all occurrences of x; inside ¢ (1 < i < n)

Theorem 1. Tr(X,,) with the above operation is the free n — polypode generated
by I

Remark. We should notice that the same set Tr(X,,) is the free I' — algebra
generated by X, .

In polypodes there are three distinct notions of congruence.

An equivalence ~on a polypode M is said to be a polypodic congruence
if

me~m, m;~m;, i=1..,n =mmy,..,my| ~mm .., mg,

i.e. we have compatibility at all the arguments.

Bottom and Top congruence come by requiring compatibility at the bottom
and top arguments respectively. Thus ~ is a bottom (resp.top) congruence
if

m; ~m; , i=1,.,n = m[my,..,my| ~mm;, ... m;] Ym

(resp. m ~m' = m[mq,...,my] ~ mma, ..., my,| Ymy;)

Ordinary congruence on trees coincide with our bottom congruences.Thus
given that a recognizable forest is a set of trees saturated by a finite index
ordinary congruence ,it is quite natural to ask about the recognition power of
polypodic congruencies.TheThe answer will be given later.

The above type of congruence can be characterized via monoid actioms.Let
M be an n — polypode. We use the notation Ax}) for the set of all trees of the
form
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where ¢ is a symbol of rank n and m;, mgj >, b; belong to M.
Substitution at ¢ is indeed a multiplication in ASV'})
a monoid which canonically acts on M :

ASV'}) XM —M (t,m)—Tm

Two submonoids of Ax}) are of interest:

converting this set into

P](V?) and RE\?. The elements of the first one are all trees of the form

my
m® m)
/nllk
mﬁ"]-. .IL. .- m[,f]

and the elements of the second are all trees of the form

N
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Theorem 2. ASV'}) is the direct product of P]i?) and RSV'}). Further an equivalence
relation ~ on M is a polypodic (resp.bottom,top) congruence if and only if it is
compatible with Ag\? (resp. Pﬁ?) , RS\?)) action:

m~m=Tm~7Tm V7€ Ax}) (resp.T € P](V?) , REG))

The above result allows us to construct the least polypodic (resp. bottom |,
top) congruence including a relation. Precisely

Theorem 3. Let M be a polypode and R C M x M .Then the polypodic congru-
ence generated by R is given by
(R) o1 = {(ra.7h)/(a,b) €R . 7 € A7}
Accordingly, the bottom (resp. top) congruence generated by Ris given by
(R)potsom = {(ra,7)/(a,b) €R .7 € Py7)

(resp. (R)y,, = {(7a,70)/(a.b) €R, 7 € Ry} )
Where R stands for the equivalence generated by R.

3 Examples of Polypodes

We are going to exhibit some remarkable examples of polypodes.

Ezample 1. Let X be an ordinary alphabet and X,, = {z1,...,2,} our set of
variables. Word substitution is a polypodic operation converting (X' U X,,)* into
an n — polypode. Further the set P((X U X,,)*)with OI language substitution
becomes an n — polypode as well.

Ezample 2. Take the free polypode Tr(X,,). Then the set P(T;(X,)) with OI
forest substitution becomes an n — polypode

The fundamental functions on trees :

yield : Tr(X,) — X}

branch : Tr(X,) — P(Tyry(Xy))

are morphisms of polypodes and ordinary tree homomorphisms is nothing
but morphisms between free polypodes.

Ezample 3. Let E be an ordinary alphabet and X,, = {1, ...,2,}. Graph(EX,,)
stands for the set of all finite , directed graphs whose edges are labelled over the
set E'U X,, and we assume they have a distinguished edge (with distinct ends)
as a root:



Bozapalidis S: An Introduction to Polypodic Sructures 513

Figure 1:

Edge substitution structures Graph(EX,,) into a polypode whose unit is the
n-tuple:

Example Polypodes of functions Let A be a non empty set and [A", A] the
set of all functions from A™ to A. For f,g1,...,gn € [A", A] , the composition

fol(gi,eygn): A" — A

s gien by

folgr, s 9n)(qry s n) = f(91(q1, s Gn)y ooy gnlq, v Gn))

for all (q1,...,qn) € A™.

An easy argument shows that [A™, A} with the above operation is an n —
polypode; its unit is composed by the n projections :

pri: A" — A pri(qr, . qn) = ¢ (1<i<n)

Subpolypodes of [A™, A] are referred by Cohn as clones (cf.[Cohn 65]).

The following are subpolypodes of [N™, N] , N the set of natural numbers :
a. The set of polynomial functions, that is functions f : N® — N given by

rules of the form

f@r,nmy) = ¥ ai, 28 ..xi (finite sum).

b. The set of A%ﬁgllfunctions that is functions f : N — N given by rules of
the form

flz1,xy) =a121 4+ -+ apx, +b. a;,bEN
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4 Polypodic Invariants

Syntax can be defined in any polypode by means of AS\',Z) -action.Precisely, let
L C M and m € M. The context of m according L is the set of all trees
TE Ax}) such that 7m € L :

contr(m) ={r € ASV'})/Tm e L}

Merging elements with the same context we define a polypodic congruence
=7, on M called syntactical. The quotient

My =M,/ =1,

is the syntactical n-polypode of L.

L C M is said to be globally recognizable if there exists a polypode
morphism h: M — N,

N finite, so that

L =h=(P) , for some P C N

Theorem 4. Next conditions are equivalent:
i)L C M 1is globally recognizable
it)L is saturated by a finite index polypodic congruence
iii) The syntactical polypodic congruence =y, has finite index
iv) The syntactical polypode My, is finite
v)Card{T 1L/T € Axp} < 00 where 'L ={m € M/tm € L}

Remark. In the case of monoids (1 —polypodes) the above theorem is translated
into known facts (cf [Eilenberg 74])

Remark. In the case M = Tr(X,,) one can add one more equivalent condition
in the string i)-v) of the previous theorem:

vi)L C Tr(X,,) is recognizable in the usual sense.

Therefore items i)-v) above give new forest recognizability characterizations.

Remark. Graph recognizability presents a special interest and will be the subject
of a forth coming work.

Right derivatives are defined with respect to P](V?) -action .More precisely
for L C M and m € M we put

Lm1l={re P](J[L)/Tm e L}

Once again , merging elements with the same right derivative we define a
bottom congruence ~; which saturates L and actually it is the finest bottom
congruence with this property.

Theorem 5. Next conditions are equivalent:
i)L C M 1is globally recognizable.
it)L is saturated by a finite index bottom congruence
iii) The bottom congruence ~p, has finite index

w)card{Lm~1/m € M} < oo
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Polypodic invariants are used to establish Eilenberg’s theorem on varieties
into the framework of trees (cf.[Bozapalidis2 99]).

5 Local Recognizability

Locally recognizable subsets in polypodes we are going to introduce , play a role
corresponding to rational subsets in I'— alg ebras .Let M be an n — polypode. A
subset L C M is termed locally recognizable if there exist a finite n — ranked
alphabet I' and a polypode morphism

a:Tr(X,) - M

so that L = a(R) for some recognizable forest R C Tr(X,,).

In the case M is a finitely generated polypode the class of its globally recog-
nizable subsets is included into that of locally recognizable subsets.

GREC(M) C LREC(M)

This inclusion is proper when we are dealing with trees, M = Tr(X,).

How about machines computing locally recognizable subsets?

A local automaton is a 4-tuple

A= (I1,Q,(dy,....,d,), F)

formed by a finite subset IT of an n — polypode M a finite set () of states ,
(dq, ...,dy) of final states. The moves of A are described by a IT—indexed family
of functions

ar; : Q" —-Q , mell

These functions collectively define a single function

a: Il — Q" Q]

which is uniquely extended into a polypode morphism

a:Tn(X,) — Q™ Q)

Now , the behavior of A is obtained into the following three steps: we first
consider the set 1?‘ of all functions f : Q™ — @ sending the initial n — tuple
(dy, ...,dy) into a final state

F= {f € [Qn,Q}/f(dl, ---adn) € F}

we then get all trees t € Tr7(X,,) that are interpreted by a into such a function

& (F) = {t € Tu(X,)/ & () €F)

and finally We1 complete all such trees into M :

|A| = val(a_ (F))

where val : Trr(X,,) — M is the canonical polypode morphism extending the
inclusion IT C M

Proposition 6. L C M is locally recognizable if and only if L = |A| for some
local automaton A

Example 4. Take M = X: and consider the local automaton
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A= ({27}, {90:9+}, (90, - ) {a+ 1)
with move function

a2 1 Q" — Q

given by

a2(q0s -+, q0) = G+ = az2(q1, - 4+ )
It is easily seen that

Al = {21" /n > 0}

which is a non recognizable language

Theorem 7. If F C Tr(X,,) is a locally recognizable forest then yield(F) C X}
is a locally recognizable language and branch(F) is a recognizable monadic forest

Next theorem gives us information about stability of locally recognizable sets
under the action of polypode morphisms and its inverse

Theorem 8. Let h: M — M’ a polypode morphism

i)If L C M is locally recognizable then so is h(M) C M.

it)If L' C M is locally recognizable and h has finite fibers (i.e. for each m’ €
M, h=Y(m)) is finite), then h=1(L) is locally recognizable as well.

We immediately deduce

Corollary 9. Forest local recognizability is preserved by inverse non deleting tree
homomorphisms

Furthermore

Theorem 10. Assume that L,Lq,..., L, are locally recognizable subsets of an
n — polypode M. Then
L[Ly,...,Ly) and pol(L) are locally recognizable too

Let us denote by PRAT(M) the least class containing the finite subsets of
the polypode M and closed under the operations of ”polypodic product”

(L,Lq,...,L,) — L[Lq, ..., L]

and ”polypodic star”

L+ pol(L)

Then

LREC(M) C PRAT(M)

A last closure result

Proposition 11. In any polypode M the intersection of a globally recognizable
subset with a locally recognizable subset is a locally recognizable subset.
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Local recognizability in polypodes of functions presents great interest.
Let A be a non empty set and take M = [A™, A] .To every function f : A™ —

Awe associate an n — ranked symbol f .
According to proposition 5.1 a set of functions L C [A™, A]is locally recog-
nizable if there exist a finite set of functions IT C [A™, A]and a recognizable

forest R C T'- (X,,), where [T= {7r /m € II'} so that
big
L=a(R)
a:T- ( n) — [A™, A] denoting the canonical polypode morphism extending

the interpretation of each symbol 7 by the function .

Ezxample 5. We are going to show that the set of all polynomial functions with
nvariables is a locally recognizable subset of [IN™,IN] IN the set of natural
numbers. For simplicity sake we treat the case n = 2. Recall that a function
f:IN? — IN is said polynomial if it can be written as a finite sum as follows:

f(l"y) Ea}@)\xy

with the coefﬁments ag,y € IN
Introduce the following functions from IN? to IN :

fo(z,y) =0 fi(z,y) =1
fm(xay) = fy(xay) =Y
warl(xay) =z+1 .nyrl(xay) :y+]~
fery(x,y) =2 +y foy(2,y) = 2y

and the 2 — ranked alphabet

r= {anf:Eafyvf:n+17fy+17f:v+y7fmy}
The trees

-~ .A

/ N /" \,

k-times / \ / \\ A-times
/ sy \f
/N A
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are interpreted by the functions

fn:"(g:*y):mk fy)‘(m*y) :y)\
Thus

-~

AN

is interpreted by the functions
fw“yk(m:y) :Iﬁy)\ '{:)\Z 2.
On the other hand the tree

fH+1

tn N,

:r.+1

m-nodes / \
/

fx+1

VAN

represents the constant at m function fy,(x,y) = m  for all x,y € IN.
Therefore

A

/\

xﬁyﬂ
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represents the monomial functions f,, .« (z,y) = ma"y?

Finally a finite sum of such terms is obtained using the symbol f,, .

The whole forest Tr(X,,) is consequently projected onto Pnom[IN? IN].

Removing the function f,, from the previous list we get a 2—ranked alphabet
T all trees over which realize the set of affine functions

AffIIN?IN] = {f(z,y) = ax + By + v/a, B,7y € IN}

Conclusion:There is a finite machine computing all polynomial functions an-
other computing all affine functions etc.

6 Other recognizability notion

a. Top recognizability.

Let M be an n — polypode. The set M™ can be structured into a monoid with
multiplication:

(M, .oymp) (M ...ymy) = (mama’ ...,my], oymp[may ... ymy))

and unit (eq,...,e,)

Now let L C M.

Theorem 12. Next conditions are equivalent:
i)L is saturated by a finite index top congruence
it)L X - - -L is a recognizable subset of the monoid M™
it Jeard{T"1L/T € RX})} < o0
i)card{Lm~ /m € ]Wg» < 00
where Lm~ = {1 € R]\Z)/Tm € L}.

L is said to be top recognizable whenever it satisfies any of the above
equivalent conditions.

Call L C M projectively recognizable (resp. rational) if there exists a
recognizable (resp. rational) subset A C M™ such that L = pr;(A) for some
index i (1 <i<mn).

We have next string of inclusions:

GREC(M)CTREC(M) C P.REC(M)

where TREC(M) and P.REC(M)stand for the classes of all top and pro-
jectively recognizable subsets of M.

b. Partial recognizability

To each n — polypode M with unit e = (ey, ..., e,) n multiplications are asso-
ciated as follows:

mEm’ = mle1, ..., €p_1,M, €11, 6n] (1< k< n).

for all m,m" € M. They are associative and admit the elements eq,..., e,
respectively as units.

These multiplications correspond to substitution to a specified variable zy
(1<k<n)
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Therefore the polypode M becomes a monoid into n different ways.

We call such structures multimonoids. Precisely an n-monoid is nothing but
a set A with n structures of monoid.

A subset L of an n — polypode M is said to be partially recognizable if
there exist a finite n — monoid A and an n — monoid morphism g : M — A so
that L = g~ 1(P) , for some P C A.

It is easily seen that any globally recognizable subset of M is partially recog-
nizable and the family

ParREC(M) of such subsets is closed under boolean operations and inverse
polypode morphism. Derivative characterizations of this kind of recognition can
also be obtained
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