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Abstract: The Reliability analysis of information and automation systems has to cope with
complex system structures and a large number of different components. Adapted to these re-
quirements, the Markovian minimal cut approach has been developed. The Markovian minimal
cut approach combines the advantages of two well-known approaches, the minimal cut and the
Markovian path approach. The minimal cut approach allows the efficient evaluation of large
scale systems. The Markovian path approach is able to model and evaluate real operation and
outage behavior under realistic conditions. It includes outage and disconnection partitions,
maintenance strategies (inspection, maintenance, repair), and operation and control strategies,
which may lead to complicated stochastic dependencies. The Markovian minimal cut approach
reduces the modelling and evaluation effort of real systems significantly because only a small
number of Markovian states have to be modelled. In some applications the use of this approach
first makes it possible to model and calculate the reliability of the system. The error of the ap-
proximations, induced by the Markovian path models have been proven to be less than 0.1% in
practical systems. The approximations give the advantage of a result in an analytical context vs.
pure computer-based numerical- or simulation-methods.
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1 Introduction

This contribution presents an efficient and easy to handle method for reliability calcu-
lation of complex systems while taking into account operational conditions. Informa-
tion, computer, automation and control systems are complex systems. Systems having
the following properties will be callecbmplex systems

- meshed system structures which occur when a component state lies in more than
one path of a logical network (in a reliability block diagram), e.g. k-out-of-n, bridge
and cross-structures;
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- multi-stage components, e.g. operation, partial operation, outage and maintenance
states (inspection, replacement, repair), as well as outage and shutdown partitions;

- stochastic dependencies between component states, e.g. common mode failure,
maintenance strategies, automatic switch-off of partial systems due to the outage of
components.

Additionally, real systems possess a large number of different components - in many
cases more than thousand components, i.e. they are verataigemplex systems.

Today following approaches for modelling and calculating system reliability are well
known: Elementary probability theory [Singh (77)], minimal cut sets [Billinton (92)],
Petri nets [Schneeweiss (99b)], Markovian processes [Billinton (92)], graph theory
[Shooman (92)], fault tree analysis [Schneeweiss (99)] and reliability block diagrams
[Kochs (84)]. These methods have some gaps: State space based methods (Markovian
processes, Petri nets) are only suitable to model and calculate small systems because
the number of system states increases exponentially with additional components.
Therefore the number of system states ‘explodes’ and cannot be handled when model-
ling large systems. Otherwise stochastic component dependencies can easily be mod-
elled by using state space based methods. Network methods (minimal cut sets, graph
theory, fault trees, reliability block diagrams) are suitable to model and calculate large
systems but the methods assume stochastic independencies between the components.
Additionally only two-state component models are taken into account.

Thus for the reliability evaluation of largend complex systems the idea was adopted

to combine already available approaches and make use of the advantages without get-
ting the disadvantages. For this purposeNtierimal cut approachfor large scale sys-

tems) and theMarkovian path approach(for stochastic dependencies between
components) were enhanced to simple, user-friendly approaches and combined to the
Markovian minimal cut approach (MMCAD this paper a sample MMCA reliability
analysis is illustrated on a typical, distributed industrial control system. Although the
sample system is not very large and complex, it shows the practicability and advantag-
es of this approach. Additionally, in order to demonstrate the accuracy of the approxi-
mations given by the Markovian path approach - used by MMCA - an error analysis is
done in chapter 5, comparing a Markovian Path Approach (MPA) and an exact Mark-
ovian reliability calculation.



646 Kochs H.D., Hilmer H., Nisbach T.: Efficient Approximate Reliability Evaluation ...

2  System analysis: Automation and control system

Figure 1 shows a typical automation and control system used in systems with high de-
pendability constraints such as manufacturing engineering, power and process control
systems. Systems of this type consist of a man machine interface (MMI) connected to
a control computer (CC) which acquires data from the industrial process via a high-
level industrial communication system (LAN). The process is connected to the com-
munication system via process interfaces (Pl). The process interfaces acquire data
from sensors and drive the actuators, typical via a fieldbus system. The process data is
stored in the process database which is located on a hard disk (HD) connected to the
control computer. By this technique the operator can gain any input/output value of the
process from the database and build up virtual instrumentation and control systems.

The system consists of a redundant control board (CB), a redundant local area network
(LAN) and process interface components (PI). The coupling with the CC and the Pl to
the LAN takes place by means of LAN controllers (C) and transceivers (T).

During normal operation one of the control computers is the master computer. The oth-
er is a slave computer which is continually actualized by the master computer. Should
the master computer suffer an outage then the slave computer immediately takes over
without information losses or information duplication. For system operation at least
one control computer must be in operation.

MMI, MMI, gystem limitation
C Bl @ @ C Bz

(System definition)

S——_Macro component

Process connection

Figure 1: Central Automation and Control System



Kochs H.D., Hilmer H., Nisbach T.: Efficient Approximate Reliability Evaluation ... 647

21 System states

Reliability statements (indices) are always relateflitictions not to the system itself.
The functions to be evaluated are defined by the system ssgttem up state (system
operation)andsystem down state (system outage)

Definition of the system up statdJ s
Monitoring, control and visualization of the process. For this at least the follow-
ing components are necessary: a control computer (CC), the related hard disc
(HD), the related visualization and control system (MMI) and a LAN connec-
tion.

Definition of the system down stateD s
The system down state is the complement to system up @@te (US ).

For the reliability calculation of a system the definition of a number of system up and
system down states are necessary. The aim of the system reliability analysis is to deter-
mine the complete set of reliability indices ldg ang

2.2 Fault Model

The system is operating in an organizational and technical framework. The environ-
ment of such a framework can have a powerful effect on reliability. All relevant prop-
erties influencing the reliability of the components and system (and their models) are
therefore to be defined in the reliability analysis phase. The assumptions and con-
straints influencing component and system reliability are:

1) The components fail stochastically, indicated by dbigage rateh . In the case of
transceivers and controllers the following outage properties influence the reliabili-
ty:

- Faults in thetransceiverand controller can block the bus. A bus deadlock is
practically the same as a bus outage. This is expressed by the probabifities of
a bus deadlock due to transceiver outage bpd of a bus blockade due to con-
troller outage:

- amount of bus outage rate due to transceiver ou é}\T
- amount of bus outage rate due to controller outb@df?\c

The bus outage rates can be allocated to the LAN-bus outage rates:
N AN = ALAN T N/ Lan T e AN Pre

with N/ LAN the number of transceivers ang:/ LAN the number of control-

lers per LAN.
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2)

3)

4)

5)

6)

- Faults in acontroller can lead to outage or shut-down of the linked computer (al-
so called computer deadlock). This is expressed by the probab&ity of a com-
puter deadlock due to controller failure:

- Amount of computer outage rate due to controller outage:h

This amount can be allocated to the outage rate of the computer:
Nec T Acct "crccfcPe
with Ncice being the number of controllers per control computer.

Components with the same effects on the system outage can be drawn together to
macro components [Fig. 1]. Components are drawn together to macro components
by adding together their outage rates. Macro components are treated like compo-
nents.

After an outage the components are repaired by the repair rate. The totalrepair
consists of:

- Information and arrival of the service personnel, expressed by the arrival rate

- Preparation, i.e. failure localization, failure diagnosis, acquisition of spare com-
ponents, expressed by the preparationwate and

- Replacement of the faulty component, expressed by the replacement rate

When a controller is exchanged the linked computer has to be switched off, i.e this
effect is the same as a computer outage.

Under the event of simultaneous outage of a number of components the compo-
nent which failed first is repaired first before starting with the repair of the other
components (practically given by the limited repair capacity). The failed compo-
nents in a minimal cut are hereby repaired with first priority. After repair of the
component which failed initially, only the preparation and exchange (not arrival of
service personnel) are considered for the following faulty components.

If the system outage has occurred, all failed components of a minimal cut are re-
paired successively before system operation commences, i.e. the minimal cut is
completely remedied.

These assumptions and constraints influence the component and system models, which
partially entail stochastic dependencies between the component states, resulting in de-
pendencies between the minimal cuts.



Kochs H.D., Hilmer H., Nisbach T.: Efficient Approximate Reliability Evaluation ... 649

3 Component modelling

3.1 Component Reliability Parameter Estimation

For the component and system models transition rates are needed which are assumed
to be constant. Constant transition rates can be calculated as reciprocal of the mean du-
rations:

1

T(Ui):mean operation timeMTTF) - outage raté\i = T(_U
i

~

)
T(Di) : mean total repair timeMTTR - total repair ratgy; = -T-ﬁ)—)
i

According to assumption 3 the mean repair rate is split up into:

L . 1
T(Di or) : mean arrival time- arrival rateo; = ————

T(Di,a)
1

T(Di U): mean preparation time preparation rate; = ﬁ (2)
' i,u

T(D; _): mean replacement time replacement rate, = _ L
i, T i T(Di T)

The component models can now be set up with the described assumptions, require-
ments and these indices. In principle, the values of the indices can be determined, but
their acquisition and determination can cause difficulties. The uncertainty of the indi-
ces are not considered here. TW&TF values are determined by the producers of elec-
tronic modules and computers, e.g. according to MIL-HDBK-217F [DoD (91)], the
MTTRvalues are determined according to the repair and maintenance strategies of the
user.

3.2 General component model

Figure 2 shows the general model of a component. According to assumption 3 the
component down-state consists of a sequence of outage states. The differentiation of
the outage state is necessary in the case of simultaneous outages of two or more com-
ponents (according to assumption 5) although the effects of the states are identical.
The stateDi, is necessary to be able to reflect the assumption 6 in the system model.
The probability distribution resulting from the addition of the three exponential distri-
butions theoretically is not exponential but approximated by an exponential distribu-
tion. The mean value is not affected by this approximation.
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Figure 2. General Model of Components (excluding controllers)

According to assumption 1 the followirgxtended outage ratese set for the outage
rate)\i in figure 2:

- control computer(!';C):)\'CC = Acct "ereclc e €)

- local area networklAN): X' A\ = A an* N1/ LAN EbT A+ e, anPe Pe

- transceiverT): X' = (1-by) DAy

For simplification of the system model the following macro components CB and TB
are formed according to assumption 2:
+ A

- control boardCB): Neg = N A

cct Mt MHD
- transceiver bus connectiofif): A'g = A +Ag

(4)

3.3 Component model for a controller

An exception to the general component model is the controller [Fig. 3] whose outage
leads to computer outage (switched off) according to assumption 4.

The parts of the controller outage leading to a blockade of the adjoined computer (im-
mediate outage/shutdown of CC) and to bus blockade (immediate outage/deadlock of
LAN, left side of figure 3) are modelled according to figure 2. The right side of figure
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3 considers that part of the controller outage for which the computer shutdown can be
arranged. This part is called single outage of the controller with postponable computer
shut downDC, - SCC . Computer shutdown is postponed if this prevents a system
outage (see system model in the following chapter).

A
o)% I:)C, a

Or &
k2

ARC  (1-bs—re) e DC’U

Outage states of
and CC (accordin
to figure 2)
o

)

System-dependant” ] U U;
transition§ et C 1 System-dependant transitiop,
- / 1 postponable shut-down of CC

C R
Q?C VIS V
NS 5
NN S ) D 'S
@ & CECIR Crt cC
> O :

. Al
S %
& 8% ¢

Y

Outage states of
and LAN (accord
ing to figure 2) |

~ DC,y_’

In equation 3 considered

Scc

Figure 3: Component Model of a Controller with Influence/Dependencies to other
Components

4  System modelling and calculation

The Markovian minimal cut approach comprises the following main steps [Fig. 7]: De-
termination of relevant minimal cut sets and modelling of the minimal cuts by Mark-
ovian path approach. After this the results are put together to calculate the system
reliability indices.

4.1 Minimal cuts

Minimal cuts are determined directly from the functional structure in figure 1. All min-
imal cuts are listed in table 1. Altogether 78 single minimal cuts of the 2., 3. and 4. or-
der occur containing theomplete logical operation and outage structufidhe next
task is to determine the probabiliti€(M) and the mean frequenci€égM) of each
minimal cut needed for the calculation of the system indices.
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Minimal cut types Number
M, = DcgODeg 1
My = DL anEDLaN 1
M3 = DcgHIDc ~ Scgl 4
Minimal cuts of higher order

M4 = Deg Do 0D 2
Mg = DigODrg 0D 4
Mg = DD, an DD 4
M, = DegOD1g0D1g 2
Mg = DcgHD aNUDPTR 4
Mg = [Dg — Segl 0D 0D 4
M1o = [Bc ~ Scpl HDrgHDc 8
Mq1 = [Dc - Scl OB aNUPC 8
M1 = [Dc - Scpl UDgHD1p 4
M1z = [Dc - Scpl UP aNUPTR 8
My, = Dy anD0Dc DD 2
M15 = D anUP1HDc 4
M16 = DLanUPTREDTR 2
M1, = DG DG 0D 0D 1
Mg = D7D 0D 0D 4
Mg = Dyg0D1g0Dc 0D 6
Mo = Dyg D001 00, 4
My1 = DygHDygDygHDTg 1

Table 1: Minimal Cuts
4.2 The Markovian path approach

Theanalytical evaluation of Markovian processes can be very sophisticated, if not im-
possible. There are programs which can calculate Markovian processes numerically;
however due to their transparency, practicability (user friendliness) and their flexibility
analytical solutions are to be preferred. Analytical results also allow further processing
(e.g. importance analyses, uncertainty indices, fuzzy indices).

Another problem we have to face is the fact - as this little example demonstrates - that
large scale and complex (as a rule real) systems cannot be modelled completely, so that
computing programs are of no aid here. They are not applicable for such systems. The
Markovian path approacbffers the possibility to determine (and model) only the few
paths responsible for system reliability (without having to model the totality of all the
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states in a system). The probable paths can be calculated in a simple manner (in a de-
coupled mode) independently of each other.

421 Basics of the Markovian path approach

The principle of the approach is presented in the partial view of the Markovian process
in figure 4. In each technical system there is one (or more) operational stat#,e.g.
which should be disrupted at least as possible, and there are outage states which rarely
occur. ForA «u  the following relation is valid

P(Z,)» Z P(Z) ie. P(Z)=1 (5)
Ozl

Z. is the initial state from which afprobable transitiongo the (to be calculated) tar-

get stateZ, are determined. All probable transitions chained together constitute the
probable pathThe probable path is the direct path into the target state without diver-
sions or loops. If more than one target state occurs there exists naturally more than one
probable path. In a target state or a state along a probable path other probable paths can
open up. The probable path is marked in figure 4 by bold arrows. Thus paths are de-
coupled from the initial states into the target states. The goal is the evaluation of the re-
liability indices of the target staték . Starting at the initial stat the indices
probability, mean frequencgndmean timeof each state along the probable path are
evaluated until the target state is reached. For the evaluation of the indices of one state
only the previous adjacent states (due to Markovian process) under consideration of
the transitions from and to the target state have to be taken into account.

e

&+ 1k

Zk+1

LY
a x A j+1 /
Z, 31,2\ \ A K+ 1

Initial state 2 Z, ~agi Zy, Target state

i _—f
% ‘z ,/aq k’ a k{z‘

i, 2
AN | /
Z
/ éi, X\ k2
Z Markov state / \
a Constant transition rate

Figure 4: Part of a Markov Process with Probable (Direct) Transitions from the Initial
State to the Target Staa(
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The mathematical foundation is derived from the well-known steady-state Markovian
equation (6) wher® s the steady-state vectorAnd s the transition matrix:

_T

0 =p'

DK = : dJ : : (6)

The diagonal elements of a Markovian transition matrix are given by

a, | = a, .
k, k iZk K, i (7)

Equation (6) can be expressed for a single ﬁﬁte as:

0= P(Z) T [ —P(Z) a, .
i; i i,k k i; K, i (8)

Equation (8) can be interpreted in the following way: The inflonZip (left term) and
the outlet (right term) are equal for the steady-state (equilibrium). With equation (7)
the probability onk can be calculated from (8) as:

1
P(Z,) = @i;mi) . ©)

The mean duration citk is the reciprocal value of the diagonal transition rate
1
T(Z) = = (10)
k, k

With (9) and (10) the mean frequencyZiI is calculated as quotient

F(Z,) = _P(Zk) = N P(Z) & (11)
k"™ T(Z) Zk 7,k
E3
One can therefore pass through from the initial siate - which probability is known

due to approximation (5) - to the target state{s) by evaluating the set of these indi-
ces along the probable path(ppj. For practical applications the triple set of reliabili-
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ty indices can be combined in the general form:

F(Z)) = z P(Z)) B |
pp(1 - K)
1
T(Z) = — (12)
Kk
1
P(Z,) = F(2)T(Z) = P(Z,) (B | O—
pp(lz 0 o Kk

The notationpp(i — k) means that only the transitions along the probable path have
to be considered. By considering all states of the model and not only those along the
probability path, the Markovian process state-probabilities can be calculated exactly.
There is, however, one difficulty for this exact calculation. The probabﬂi(til) at
the start of the evaluation is unknown. Through the approxima"ﬁ(ml) =1 made at
the beginning (5) the probable path can be calculated as an approximation. The follow-
ing formation rule can be developed from the triple set of indices (12).

Formation rule for the determination of the reliability indices of the target state

Z = Ztarget along the probable path

- The mean frequencE(Ztargeg is calculated as the product of the transition
rates along the probable path divided by the sum of the transition rates lead-

ing away from the states (except mtrarget ).

- The probability is calculated d§(Ztargel) = F(Ztarge?T(Ztarge? where-

by the mean duratiorT(Ztargeg is the reciprocal value of the sum of the

transition rates leading away from the stZrtgrget

The indices for the stat?ék in figure 4 are determined according to this rule.
a a, -
+ g 2+ K + = + DE)‘i k
2,178 %8 x & 27 T
1 (13)
kit 3% i+l 8 k+ 178 k+2

F(Z )=

T(Z) = 3

P(Zk) = F(Zk)T(Zk)
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Generally these approximations are sufficiently accurate for real applicationg ( ).
With equations (12) one can design a numerical algorithm to evaluate the indices itera-
tively.

4.3 Minimal cut indices

The minimal cuts of the sample system [Fig. 1] are modelled and calculated using the
Markovian minimal cut approach. The figures 5 and 6 show sample Markovian mini-
mal cuts. All minimal cuts can be modelled in an analog way.

Markovian minimal cut model for minimal cut type Di O Dj [Fig. 5]

The Markovian minimal cut model is designed by a combination of two component
models from figure 2. It contains all probable paths into the minimal cut @p Dj
which are needed for the calculation of the minimal ot My [Tab. 1]. There
are two paths into this minimal cut type whereby it is just necessary to develop one
path as the other one is symmetrical. Due to outage of compaongnt is passed over
toZ and according to assumption 3 componient is repaired N\{Ith . If component

] in Z, fails then a transition to the sta occurs which represents a state in the
minimgl cut being searched for. The repair of comporjent according to assumption 5
is first started when component has been repaired. The arrival time (depending on
the application also the preparation time) has not to be considered as the service per-
sonnel is already at the location. One therefore assumes that component can be re-
paired withp. .p. represents the combinationwf an according to figure 2.
Only when bJoth omponents are ready for operJation the system starts in operation
mode according to assumption 6, i.e. the minimal cut is deleted. Following the forma-
tion rules for the determination of indices (12) the probable path approach for the
statesZ, andZ, provides the following probabilities (whereby in the denominator

due toh «u the outage rale  can be neglected)
Probable Pathz1 ~Zy =237y

)\i )\j Hj
0— O—

Wi+ A5 H P (14)

P(Zy)
N S

P(Z,)

The indices of the minimal cuts are the result of the application of the Markovian min-
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imal cut approach

A )\J 1 )\i)\jml D
P(D, 0D;) = P([Z2,0Z HEFE Y L
(D; J) (123 ]Path1+Path2) THRNT -D W Ehj p,0
)\I)\J )\I)\J (15)
F(D.OD.) = F([Z
(Bi0P)) = FllZslp oty + pate! = T
When calculating the mean frequency the transmonzgf_, Z4 within the Mark-
ovian states are not to be considered.
21
Ui DUJ-
Path 2 }\j A )\i Path 1
Z V8
D; E?Uj _'> Return toZ1
A
B
Ze
D, IZID
M =202, * "
P]
D. ﬁD, » Return toZ,

Figure 5: Modelling of the Minimal Cut Typ®# = Di O Dj

Markovian minimal cut model for minimal cut type Di D[DC - SCB] [Fig. 6]

For the Markovian minimal cut model the component models for companent Cand

in figure 2 and figure 3 are combined. Starting fl’ﬁrll there is only one probable path
into the minimal cut. A shutdown of the computer, i.e. transition fr@ Zip only
occurs when componemt  has not failed or, in other words, fails compaonent , i

then computer shutdown is delayed which means that the transition to does not oc-
cur and thus a minimal cut does not occur. Howevey, jf is realized then component
i can fail and cause a minimal cut. The indices of the minimal cut)qre ( neglected in
the denominator)

LB A A
(1-bc-To)Ac inL 10
c EJ‘c P

P(D; O[D¢ ~ Sgpl) = P(Z50Zg) =

(1=be=rAch, (16)

F(D; DI - Scg) = F(Zg)=——
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The examples demonstrate how simple the modelling and calculation of the minimal-
cuts is using the above presented approach, and how difficult - if not impossible - a
complete modelling of the Markovian process would be.

Zq
u, OU

c
* (1-bg =T
Zy

Ui DDC,O(

z C
4
———- Returt tOZ]

M = Zs0Z T

Pi
—» Return toZ
DiD[Dc’ya gl 1

Figure 6: Modelling of Minimal Cut TypeM = D; D[DC - CB]
4.4 System indices

To calculate the probabilitP(DS) and the frequeriég,DS) of system—ouﬂa@ ,
the disjunction of all minimal cuts has to be calculated:

P(Dg) = P(DMi) = gP(Mi)_;_P(Mi OMp+ ...
i | I,
Hi i< (17)
F(Do) = |:(|:||\/|.) = F(M.) - FIM. OM ) + ...
9 = F(LM 2 FM, g | OM;

J

i<
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Equation (17) cannot be solved easily because of the large amount of minimal cut
combinations. With the exact calculated probabilities of all minimal cuts an upper limit
can be written as (a lower limit too, but not considered here):

P(DS)SgP(Mi) ; F(DS)SgF(Mi) (18)

Notice: Although equations (17) and (18) are well-known for system-reliability evalu-
ation with stochastic-independent components, these equations are exactly valid too in
the case of stochastic-dependent components. However in that case, the equations
(even(18)) normally are incalculable, because the minimal cuts are dependent on each
other which will lead to very complex expressions.

By calculating the minimal cut sets independently from each other (in other words: ne-
glecting stochastically dependenciestweenthe minimal cuts of realistic systems -
not between the componertsideminimal cuts M!), one can give an approximation

for the system outage-probability as written in (19).

P(Ds)ng(Mi) ; F(Ds)ng(Mi) (19)
| |

In practical systems the number of minimal cuts can increase enormously, e.g.
100.000. If so, only the minimal cuts of lowest order are considered. This can be done
because the influence of higher-order minimal cuts are very small under the condition
of A« (found in real systems). Therefore we get easier to calculate approximations
for the system indices as:

P(Dg) = Z P(M,) : F(Dg9= z F(M))
y p (20)
0i g Oi o
M of lowest order M of lowest order

The system indices are simply determined as the sum of the lowest order minimal cut
indices. The reliability of the sample system in figure 1 is therefore only determined by

the 2. order minimal cuts [Tab. 1]. The relevant minimal cuts and the system indices
for the sample system are presented in table 2.

The indices for the whole system and the communication system (grey shaded sector)
are calculated separately. In particular minimal cuts affecting communication compo-
nents are counted to the communication system. This also includes minimal cuts con-
taining additional computer components. This means that the reliability of the
communication system is affected by non-communication components also.

Table 2 shows the results of the reliability evaluation by using the Markovian Minimal
Cut Approach (MMCA) (upper part) and the Minimal Cut Approach (MCA) (lower
part). The base outage indices of the components are typical values, available from
computer manufacturers. Repair rates are typical values depending on the operators of
the automation control system. In the MMCA the described stochastic dependencies
and computer shutdowns due to controller outage are considered. In the MCA these ef-
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fects are neglected, thus the probabilities of the minimal cuts are calculated by simple
multiplication of the component outage probabilities, e.g.

P(Dog) = Ao/ (hep Hog) = Mep/HosD POcp 00y = P(Dep)” = )\éB/uZCB
The frequencies are calculated in an equivalent manner. The MMCA vyields a probabil-
ity of P(DS) = 2,410 5 for the total system down state and
P(DCOm) =25 108 for the communication system down state, whereas the MCA
only vyields P(Dg) =1 mo® for the total system down state and
P(DCOm) = 11010 for the communication system down state. The MCA over-
states the reliability by factors of 2,4 respectively 250. Conclusion: The neglect of real
world conditions like stochastic component dependencies or shut down areas gives too
optimistic (wrong) results in reliability calculation. The MMCA is capable to consider
real world conditions with minimal effort in reliability modelling.

Reliability calculation by MMCA

M; P(M,) F(Mi)/h_l
N2 6 N2 7
DcglPcp 1 CBo1 , 1 g 24mo ,CB | 2,0010
Mcgthce Peg” Hee
2 _ 2 i
DianTDian |1 JMang 1, 1 p24me® ,NLAN | 20007
Heanan Pean” HLAN
DeglIDe - Segl| 4| EPe"MeNerna |, 1 pf 1 1m0 AP eNe (4 520
'c Hc Pcg 'c
Total system P(DY: 24010°|  FOYN Y 20007
Communication system only P(Dggp): 2 50107 2,5000°°
Reliability calculation by MCA
M, P(M;) F(Mi)/h_l
2 2
DeplDcp 1 Ace 1,000° Ace 1,007
“éB Hee
2 2
A ALAN
D, ,nOD 1 _LAN ~10 AN =04l
LAN“Pran “EAN 1,0010 AN 1, 0[O
Total system P(Dg): 1,0m106° F(DS)/h_l: 10010
Ao _ _10 _11
Communication system only P(Dgom: 10010 1, 0010
s A1 51 . 6-1., __ -5-1
Base indicesin g =10 "h " Ao =10 "h " A 4\ =10 h N 4 =10"h
rc =005 be = 0,05 u=0, 1t t=2nt p=0, sh

Table 2: System Calculation and Comparison of MCA and MMCA Results
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4.5 Summary of Markovian minimal cut approach

An overview of the steps of the Markovian minimal cut approach is given in figure 7:

Analysis of
system-structure and
-function

Approximation 3:
Neglect of stochastic
dependencies between
minimal cuts

Approximation 1:
Neglect of minimal cut
combinations

Approximation 2: /
Neglect of minimal cuts

of higher order

Approximation 4:
b N

Determination of
relevant minimal cut sets

Approximation 5:
Probability of operation-
state P(Z,)=1

Modelling of minimal cuts
by Markovian path
approach

Approximation 6:
Neglect of improbable
Markovian transitions

Calculation of
system indices
P(X), F(X) and T(X)

Consideration of real
component- and system-
operation/outage behavior
resulting in dependencies
* inside minimal cuts

Results:
Approximation of
P(X), F(X) and T(X)
in an analytical context

Figure 7: Overview on Markovian Minimal Cut Approach with Approximation Steps

The advantages of this method are:

* Realistic modelling of multi-stage components (e.g. components with several up-
and down-states due to real operation and maintenance conditions)

« Realistic modelling of component dependencies (e.g. common-mode failures,
maintenance strategies, partial shut down areas, limited repair capacities)

« Significant model reduction, that means reduction of states and transitions in the
Markovian model using Markovian path approach
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» Results are in an analytical context and can be used in further analytical methods

(e.g. importance analysis, uncertainty-analysis)

5  Error analysis of the Markovian path approach

The errorAPi between the results of the Markovian path approach and the exact
Markovian approach shall be calculated exemplarily. The procedure is based on a typi-
cal 2. order minimal cut with dependencies due to common mode failures and limited
repair capacity (first failed component is repaired first) [Fig. 8]. Systems pertaining to

such minimal cuts are often found within complex systems. In this example the factors
pcj i and |°cj ; can be varied between 0...1 (no dependency....strong dependency).

Path 4 Zq Path 1
0 .0uU. 0
%l_pcj iIZID‘j UI DUJ %l_pci jIZID‘i
o
N5 B\
Q w
Zap, A ope A %2
U, op; | °pi ] i D; 0U,
| | T
)\I )\J
K . M, Hj
| : ! |
25 23
D. DDJ- Di [IDJ

Figure 8: Modelling of the Minimal Cut Type 2. Ordéiri oD,
(Markov Minimal Cut Model 2. Order) !
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Abbreviation: Pi:=P(Zi) . Diagonal elementsat1 1= )\i +)\j a5 5 = K +)\j ,
ag 3= K +uj 8y 4 = )\i +pj yag 5 = M +uj . AssumptionA « 1 .

The Markovian equations of the Markov model in figure 8 can be written with the sec-
ondary conditionz P, =1 (first column) as

mj
%l_pci Ef‘i Pe. A %l_pc- E?‘j Pc. -)\j
1 ') I, ] )1 J, i
a2 a3 3 a4 4 a5 5
raT
P A;
47T 1Y n -1 — 0 0
0 P, 3,3
= |Py| O M b
0 3 1 1 1 U 0 1)
0 P, a2 A 4
0 o A
5 |1 0 0 -1 1
a5 5
Uj H;
1 — 0 — -1
| a 2 Ay 4 |

All elements of the transition matrix are less or equal 1, which is advantageous for the
computation. Splitting the transmission matrix in submatrices the Markovian equa-
tions (21) can be written in the general form

T T _
H _ 1P g1 A (22)
0 P 1 A
The solution of this matrix equation yield
_T
1=P;+P 1=P1+ZPi (23)
i>1
T
o = P,AL+P A (24)
Pl from (23) is inserted in (24)
g 0 _T_
ol =0~y POA+P A (25)
O sy ¢

The submatrices have the featur#&lH «1 -;Pi “1 Hé;rH «1 and = 1
[
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(in other words: This error calculation is only valid with these features). Therefore the
O 0
expression] PiDA1 in (25) is negligible
G O
N
o = A{+P A (26)

The equations (12) of the Markovian path approach applied to the example in figure 8
yield following result

A-pe BN P A HPe B P A
T |11 I, ) 1, ] )1 J, i
7 P1 a2 a3 3 a4 4 5 g
P A
0 2 j
~ 0 -1 L 0 0
o =Py O a3 3 27)
0 P, 0 0 -1 0 0
0 5 A
L9 |0 0 0 -1 1
a5 g
0 0 0 0 ~1 |

Introducing the same submatrices as in the exact calculation the general form of the
equations of the Markovian path approach is

T P T A
BRI e &
0 P 0o A
The submatrix A in (28) is much more simple thah in (22) because all elements

below the diagonal and according to the application additional elements above the di-
agonal are zero. From (28) the following relations are derived

P =1 (29)
T ~ ~T~
0 =A+P A (30)
Itis given thatA, = Al , meaning that all transitions away fr are to be consid-

ered. Setting the relatiorB = P—AP amdl = A—AA  in (30) and using (26) the
following elementary relationship can be derived
_ T _~-1
APT = —PTAA A (31)

The matrixAA expresses the difference of the elements from (21) and (27). For rela-
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. . ~=1 . .
tive small models the inverse matriA is simple to determine. For the example in
figure 8 the results are

0 0 0 d | N |
. . -1—— 0 O
HJ 0 H; 0 a373
_|a a <1
0 0 0 O )\i (32)
" " 0 0 -1—r
I 55
92,2 4,4 | 0 0 0 -1

According to (31) the approximate relative calculation error is evaluated to

A(P5+Pg) AU A

I
= 33
P3+Pg 8y 583 3 83 395 5 (33)

Assuming the indicea = A, = )\j - 10t and =y, = Wj = 10 ~h the
relative error is calculated to

AP3*+Pg) 3 (34)
- 5 ~10
3 5

Expressions like (33) sometimes comprise in additioﬁ’ito other probabilities on the
right side, thus it seems difficult to determine the relative emsrB’r-/Pi . In such cases
one can iteratively replace these probabilities with (8).

Result: The minimal cut given in figure 8 is a typical minimal cut which can be found

in systems with common mode failures and limited maintenance capacities. Other

component dependencies can be modelled accordingly. Therefore we can derive thatin
many practical systems the error which is caused by the approximate Markovian path

approach is negligible.

6  Summary

In this contribution the Markovian minimal cut approach is applied to a typical auto-
mation structure whose reliability could previously not be calculated in great detail
with current reliability approaches. A systematic procedure considering system opera-
tion and outage in the ‘real world’ and its modelling technique are exemplified. Both
component and system outage modelling as well as the calculation process allow the
calculation of largeand complex system structures. The approach can be applied in
general to many technical systems.
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7  Appendix

Acronyms

B bus connection line

C controller

CB macro component: control board (serial connection of CC, MMI and
HD)

CcC control computer

HD hard disk

MCA minimal cut approach

MMCA  Markovian minimal cut approach

MMI man machine interface

MPA Markovian path approach

Pl process interface

T transceiver

TB macro component: transceiver bus connection (serial connection of T
and B)

Notation

bc probability of bus outage/blockade due to controller failure

br probability of bus outage/blockade due to transceiver failure

D; down state (outage state) of comporient

Dg down state (outage state) of the system

D. —» S; down state (outage) of componéiind (postponable) shut down
of componeni

F(X) mean frequency of

M minimal cut

Ncian  Number of controllers connected to one LAN

Nc/ce number of controllers connected to one control computer

N an  Number of transceivers connected to one LAN

P(X) probability of X

Pe common mode probability: compongrfails common with
b component
re probability of computer outage/blockade due to controller failure
T(X) mean duration oK
y; up state (operation state) of comporient
Ug up state (operation state) of the system

X random state (stochastic variable)
X | X conditional stateX; depends o,
z Markov state

constant transition rate from stat® statg
arrival rate for service of component

outage (failure) rate of component
compound outage (failure) rate of comporient
H; repair rate of component
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P; compound rate of component
T; exchange rate of component
U; preparation rate of component
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