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Abstract: The recent advances in Formal Concept Analysis (FCA) together with the
major changes faced by modern Information Retrieval (IR) provide new unprecedented
challenges and opportunities for FCA-based IR applications. The main advantage of
FCA for IR is the possibility of creating a conceptual representation of a given docu-
ment collection in the form of a document lattice, which may be used both to improve
the retrieval of specific items and to drive the mining of the collection’s contents. In
this paper, we will examine the best features of FCA for solving IR tasks that could
not be easily addressed by conventional systems, as well as the most critical aspects for
building FCA-based IR applications. These observations have led to the development
of CREDO, a system that allows the user to query Web documents and see retrieval
results organized in a browsable concept lattice. This is the second major focus of the
paper. We will show that CREDO is especially useful for quickly locating the docu-
ments corresponding to the meaning of interest among those retrieved in response to
an ambiguous query, or for mining the contents of the documents that reference a given
entity. An on-line version of the system is available for testing at http://credo.fub.it.
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1 Introduction

The potentials of FCA for IR have been highlighted by a number of research
studies since its inception, since the document-term relation used in IR can
naturally be seen as a formal .context of FCA. In the 80’s, some basic ideas were
put forth — essentially that a concept can be seen as a query (the intent) with a
set of retrieved documents (the extent) and that neighbour concepts can be seen
as minimal query changes — and some preliminary study about the complexity of
document lattices (i.e., the concept lattices built from collections of documents)
was performed, mostly by Robert Godin and his co-workers ([Godin et al., 1986],
[Godin et al., 1989]).

In the 90’s, FCA has been integrated with basic IR techniques to build more
comprehensive systems for information access. Concept lattices have been mainly
used as a support structure for interactive subject finding tasks, with some explo-
rations of the possibilities of FCA for text mining. We have seen several running
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prototypes, and some experimental evaluation comparing the performance of
FCA-based IR with that of conventional IR methods (e.g., [Godin et al., 1993],
[Carpineto and Romano, 1996b], [Carpineto and Romano, 1996a]).

Over the last few years, the range of functionalities has been expanded to in-
clude new tasks such as automatic text ranking and IR from semistructured data
(e.g., [Carpineto and Romano, 2000], [Cole et al., 2003]); at the same time, new
IR domains have been investigated including email messages, web documents,
and file systems.

As a result, although it might be argued that the impact made on mainstream
IR has not been dramatic, the interest in using concept lattices for IR has con-
siderably grown. Nowadays, with the recent advances in the theory [Ganter and
Wille, 1999] and practice [Carpineto and Romano, 2004] of concept lattices and
the advent of Web-based graphical interfaces, FCA has become even more ap-
pealing and practical for searching text collections.

Not only is FCA suitable for IR, the converse is also true. Modern IR is in
need of more powerful tools for eliciting context and concepts from the raw data,
as the proliferation of electronic text databases coupled with the widespread
availability of basic tools for storing, networking, searching, and displaying in-
formation has led to a request for specialized search services. Both enterprises
and individual users are increasingly interested in a variety of information search-
ing tasks that go well beyond the capabilities of traditional IR systems dealing
with the topic relevance task, such as text data mining, question answering, and
IR from XML documents.

In this paper, we will argue that FCA has become a natural candidate for ad-
dressing some of the challenges posed by modern IR, most notably for accessing
and mining Web retrieval results. The presentation is split in two main parts.

In the first, following a review of how concept lattices have been used so far
to improve specific traditional IR tasks or to handle new tasks that would be
hardly dealt with by conventional systems, we examine the most difficult steps
in the development of FCA-based IR applications, which may affect both the
efficiency and the effectiveness of the overall system.

The second part is dedicated to CREDO, a concept lattice-based system for
accessing and mining Web retrieval results. We first discuss the lack of effective-
ness of current search engine interfaces and some solutions for overcoming this
problem. Then we describe the design and implementation of CREDO, analysing
its main blocks in detail. The operation and utility of the system is also illus-
trated using some example sessions. Finally, we provide some conclusions.

2 IR Applications of Concept Lattices

In this section we will examine which search functionalities or which combina-
tions of search functionalities may be improved through a concept lattice. Most
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of the examined functionalities can be used both for text retrieval and text
mining.

2.1 Query Refinement

One of the most natural applications of concept lattices is query refinement,
where the main objective is to recover from the null-output or the information
overload problem.

This is not new, as some lattice representations were used in early IR [So-
ergel, 1967] and even more recently [Spoerri, 1994] for refining queries containing
Boolean operators. However, as these approaches typically rely on a Boolean lat-
tice formalization of the query, the number of proposed refinements may grow
too large even for a very limited number of terms and they may easily become
semantically meaningless to the user.

These limitations can be overcome by using concept lattices. The two funda-
mental observations are stated below.

Proposition 1. A concept can be seen as a query (the intent) with a set of
retrieved documents (the extent).

Proposition 2. Following edges departing upward (downward) from a query
produces all minimal conjunctive refinements (enlargements) of the query with
respect to the collection of documents from which the concept lattice has been
built.

These properties have inspired the development of several query refinement
systems based on concept lattices, of which REFINER [Carpineto and Romano,
1998] is a well known representative.. In response to a Boolean query, REFINER
builds and displays a portion of the concept lattice of the documents being
searched which is centered around a query concept. Such a query concept is
found by computing the set of documents that satisfy the query and then by
determining the set of terms possessed by all previously found documents. At
this point, the most general concept containing these terms is chosen as the
query concept; if there are no concepts that contain all the terms specified in
the query (i.e., there are no documents exactly matching the query), REFINER
adds a virtual concept to the lattice, as if the query represented a new document.

The potentials of this approach have been confirmed in an experiment on the
CISI collection - a widely used, electronically-available bibliographical collection
of 1460 information science documents described by a title and an abstract
- showing that the effectiveness of information retrieval using REFINER was
better than unrefined, conventional Boolean retrieval [Carpineto and Romano,
1998].
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Concept lattices can be used also to refine queries expressed in natural lan-
guage. The mapping of a query on to the lattice can be done by choosing the
most general concept that contains all the query terms, similar to REFINER,
or with some weaker criteria if such a concept coincides with the bottom of the
lattice [van der Merwe and Kourie, 2002].

Once the query has been mapped on to a concept, the user may choose one
of the neighbours of that concept, as in REFINER, or select one term from a
list containing all the terms that are below that concept [Lindig, 1995]. In the
latter case, a substantial portion of the full concept lattice must be built.

2.2 Integrating Querying and Navigation

One major limitation of most IR systems is that while they support pretty well
the user for the case when she is interested in finding those documents which
are about certain subjects, the same tools may be of little help for the reciprocal
task, i.e., finding which subjects are covered by certain documents. As the latter
task is addressed by providing some form of navigation through the content of the
database, the effective integration of the query-based mode with the navigation
paradigm has been the focus of much current research on information systems.

One typical choice is to maintain different retrieval methods in parallel (e.g.,
[Maarek et al., 1991], [Gifford et al., 1991]); in this case, the integrated system is,
in practice, like a switch whereby the user may select either strategy. A tighter
form of integration is achieved by cascading the two strategies, e.g., browsing
prior to querying [Pedersen, 1993], or querying prior to browsing [Lucarella et
al., 1993], or by having them coexist in the same search space ([Agosti et al.,
1995], [Gopal and Manber, 1999]).

In these forms of integration the system may have to maintain several data
structures possibly supporting different kinds of operations; when a single data
structure is used consistency problems may arise.

Concept lattices take the hybrid searching paradigm one step further. As
querying and navigation share the same data space and exchange their search
results, they can be consistently integrated, without the need of mapping differ-
ent representations on the part of the user. Furthermore, other search strategies
such as thesaurus climbing, space pruning, and partial views, can be easily com-
bined in the same framework.

To characterize this state of affairs, in [Carpineto and Romano, 1995] the
metaphor of the GOMS user’s cognitive model [Card et al., 1983] and user ac-
tivity [Norman, 1986] is used. At any given time, the system is in a certain state,
characterised by a current retrieval space (usually a subset of the original docu-
ment lattice) and by a focus concept within it. In each state, the user may select
an operator (browsing, querying, bounding, thesaurus climbing) and apply it.
As a result, a transition is made to a new state, possibly characterised by a new
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retrieval space and/or new focus. The new state is evaluated by the user for
retrieval, and then the whole cycle may be iterated.

Therefore each interaction sequence may be composed of several operators,
connected in various orders. For instance, the user may initially bound the search
space exploiting her knowledge about the goal, then query the system to locate
a region of interest within the bounded space, then browse through the region;
also, at any time during this process, the user may take advantage of the feedback
obtained during the interaction to make a jump to a different but related region
(e.g., by thesaurus climbing), or to further bound the retrieval space.

The merits and performance of using concept lattices for supporting hybrid
search strategies have been described in a number of papers (e.g., [Godin et
al., 1993], [Carpineto and Romano, 1996a], [Ferré and Ridoux, 2000],[Cole et al.,
2003]). They can be summarized as greater flexibility, good retrieval effectiveness,
and mining capabilities.

Among the various pieces of information that can be easily mined in a col-
lection D using a concept lattice-based method, are the following: (i) Find the
most common or uncommon subjects in D, (ii) Find which subjects imply, or
are implied by, other subjects in D, (iii) Find novel and unpredictable subject
associations in D, (iv) Find which subjects allow gradual refinement of subsets
of D. Several detailed examples of mining information that would be difficult to
acquire using the traditional information retrieval methods are provided in the
cited papers.

2.3 Context-Sensitive Use of Thesauri

In information retrieval applications, there often exist subsumption hierarchies
on the set of terms describing the documents, in the form of a thesaurus. A the-
saurus can be integrated into a concept lattice either by explicitly expanding the
original context with the implied terms or by taking into account the thesaurus
ordering relation during the construction of the lattice ([Carpineto and Romano,
1994], [Carpineto and Romano, 1996b]).

The latter approach is based on an explicit characterization of the relation-
ship between a thesaurus and the corresponding thesaurus-enhanced concept
lattice.

Proposition 3. Let (G, M, I) be a context and (M∗,≤M∗) be an ordered set,
with M∗ ⊇ M . Assuming that the following compatibility condition holds:

∀g∈G, m1∈M, m2∈M∗ : [(g, m1)∈I, m1 ≤M∗ m2] ⇒ (g, m2)∈I,

the ordering relation ≤ between the concepts in the thesaurus-enhanced con-
cept lattice satisfies the following property:
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(X1, Y1) ≤ (X2, Y2) ⇔ ∀ m2∈Y2, ∃ m1∈Y1, m1 ≤M∗ m2

Using a thesaurus basically makes it possible to create new meaningful queries
and guarantees that more general queries are indexed with more general terms,
whereas in a standard concept lattice each query is strictly described by the
terms present in the documents and possible semantic relationships between the
terms themselves are ignored.

The user may thus locate the information of interest more effectively and
quickly, partly because of enhanced navigation (the proximity of concepts in the
lattice being related to semantic factors) and partly because of focused query-
ing (as concept terms may be specialized/generalized using the thesaurus). An
experimental evaluation of the retrieval effectiveness of a thesaurus-enhanced
concept lattice is described in [Carpineto and Romano, 1996b].

As stated above, the common approach is to (explicitly or implicitly) add the
implied terms to each document according to the thesaurus ordering relation.
Uta Priss [Priss, 1997] discusses other possible ways in which a context and a
thesaurus can be merged into an expanded context. She also suggests that the
user should be given the possibility of interactively combinining concepts from
multiple thesauri, or thesaurus facets, using Boolean operators [Priss, 2000].

Improving the representation of the document collection at hand is not the
only possible reason to use a thesaurus. One might integrate a thesaurus in a lat-
tice with the goal of analyzing the appropriateness of the thesaurus classification
for a specific collection of documents.

The latter approach draws an interesting analogy with the applications of
concept lattices in object-oriented modelling (e.g., [Godin and Mili, 1993], [Snelt-
ing and Tip, 1998]), where type or class hierarchies are merged into a lattice of
software programs with the goal of restructuring the existing hierarchies.

2.4 Combining Multiple Views of Semi-Structured Data

When the data can be classified along multiple axes (e.g., functional, geograph-
ical, descriptive), it may be convenient for the user to bring in new attributes in
an incremental fashion, making decisions based on the information displayed by
the system for the current choice of the attributes.

Think of a topic such as Italian restaurants with a “dehors” near the Louvre
Museum. If there is no such restaurant, the user may find it useful to look for
best matching restaurants by examining first the attributes that have higher
priority to her and then moving on to the attributes with lower priority, e.g.,
geographical proximity first, then type of cuisine, and lastly possession of an
open-air space.
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In the FCA setting, this general approach has been implemented by a nesting
& zooming technique, whereby the user may combine the lattices corresponding
to each partial view and focus on the points of interest. To visualize the combi-
nation of partial views, a particular lattice visualization scheme is used, called
nested line diagram, which will be discussed in Section 3.3.

Using partial views is most suitable for many-valued contexts, because it may
be easier to identify valuable subcontexts. Indeed, in many cases, the lattices of
certain subcontexts may be seen as conceptual scales of the given context, in
the sense of [Ganter and Wille, 1999]. In principle, partial views can be applied
also to one-valued contexts by vertically slicing the context table (an example
is described in [Rock and Wille, 2000]), but in the latter case it may be more
difficult to select subcontexts that bear value, or just meaning. In fact, some of
the most interesting applications have been developed in domains characterized
by semistructured data, such as those for searching collections of emails ([Cole
and Stumme, 2000], [Cole et al., 2003]) or for analysing real-estate data extracted
from the web [Cole and Eklund, 2001].

2.5 Bounding the Search Space with User Constraints

Bounding is one of the functionalities implemented in the ULYSSES prototype
([Carpineto and Romano, 1995], [Carpineto and Romano, 1996a]) to help the user
focus the search on the relevant parts of a large concept lattice. Bounding allows
users to prune the search space from which they are retrieving information during
the search. The user may dynamically apply constraints with which the sought
documents have to comply and the current search space is bounded accordingly.
The constraints are expressed as inequality relations between the description of
admissible concepts and a particular conjunction of terms, and the partitions
induced over the search space by the application of such constraints present
useful properties from the point of view of the information retrieval performance.

There are four possible constraints: ↑ c1, ↓ c1, ¬ ↑ c1, ¬ ↓ c1, where c1 is the
intent of some concept in the lattice. The constraint ↓ c1, for example, causes
the system to prune away from the concept lattice all the concepts whose intent
is either greater than or incomparable with c1 (in other terms, all the concepts
which are not below c1).

To implement this framework, in [Carpineto and Romano, 1994] it is de-
scribed an efficient algorithm based on two boundary sets - one containing the
most specific elements of the admissible space (i.e., the lower boundary set) and
the other containing the most general elements (i.e., the upper boundary set) -
that can incrementally represent and update the constrained space. As more and
more constraints are added, the admissible space shrinks, and the two boundary
sets may eventually converge to the target class.
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2.6 Overcoming the Vocabulary Problem in Text Ranking

Current best-matching information retrieval systems are limited by their inabil-
ity of retrieving documents which contain the same concept as the query but are
expressed with different words. A common solution to alleviate this vocabulary
problem is to create a richer query context, mainly based on the first documents
retrieved by the original query [Carpineto et al., 2001] or based on some form of
terminological knowledge structure [Efthimiadis, 1996].

A more fundamental solution to word mismatch relies on the exploitation
of inter-document similarity, following van Rijsbergen’s cluster hypothesis that
relevant documents tend to be more similar to each other than non-relevant
documents. In latent semantic indexing [Deerwester et al., 1990], for instance, the
relationships between documents are exploited to transform the representation
of the documents themselves before ranking.

The inter-document similarity can also be directly used to determine the
ranking of documents, without modifying their representation. In this case, a
query is ranked not against individual documents but against a hierarchically
grouped set of document clusters [Willet, 1988]. This simple and well known
approach, however, may involve the use of some heuristic decisions both to cluster
the set of documents and to compute a similarity between individual document
clusters and a query. As a result, hierarchical clustering-based ranking may easily
fail to discriminate between documents that have manifestly different degrees of
relevance for a certain query.

The limitations of hierarchical clustering-based ranking can be overcome by
using the concept lattice of the document collection as the underlying cluster-
ing structure. The concept lattice may then be used to drive a transformation
between the representation of a query and the representation of each document.
This approach is described in [Carpineto and Romano, 2000]. Essentially, the
query is merged into the document lattice and each document is ranked ac-
cording to the length of the shortest path linking the query to the document
concept.

The operation of concept lattice-based ranking can be characterized more
precisely through the following proposition.

Proposition 4. Let (C(G, M, I); 
≺) be the ordered set formed by the set
of concepts of the context (G, M, I) along with the nearest neighbour relation
(
≺), i.e., for x, y ∈ C(G, M, I), x 
≺ y if x 
 y or y 
 x, and define the
distance between concepts x and y as the least n ∈ N for which the following
condition holds:

∃z0, z1, . . . , zn ∈ C(D, T, I); 
≺) such that x = z0 
≺ z1 . . . 
≺ zn = y.
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It follows that for each query q and g1, g2 ∈ G, g1 is ranked ahead of g2 with
respect to q if and only if the distance between the query concept (q′′, q′) and the
object concept (g′′1 , g′1) is less than the distance between (q′′, q′) and the object
concept (g′′2 , g′2).

Of course, the output of concept lattice-based ranking is a quasi ordered set,
because the documents that are equally distant from the query concept have
the same score. We can think of the sets containing equally-ranked documents
as concentric rings around the query node, the longer the radius, the lower the
document score (of the associated documents).

An evaluation performed on two test document collections of small size,
i.e., CACM (3204 documents) and CISI (1460 documents), showed that con-
cept lattice-based ranking was comparable to best-matching ranking and better
than hierarchical clustering-based ranking on the whole document set, whereas
it clearly outperformed the other two methods when the specific ability to rank
documents that did not match the query was measured.

3 Issues for Concept Lattice-based IR Applications

Most FCA-based IR applications involve the following three steps: (a) extraction
of a set of index terms that describe each document of the given collection, (b)
construction of the concept lattice of the document-term relation generated at
step (a), (c) visualization of the concept lattice built at step (b).

The solution to each step may crucially affect the efficiency and/or the effec-
tiveness of the overall application. In the next subsections we will analyze each
step in turn.

3.1 Automatic Generation of Index Units

This step is not necessary if each document is already equipped with a set of
index terms. In most situations of interest, however, the index terms are not
available and their manual generation is often impractical or even unfeasible
(think of large text databases that change frequently over time).

Automatic indexing has long been studied in information retrieval. To auto-
matically extract a set of index terms describing each document, the following
steps can be followed.

1. Text segmentation. The individual words occurring in a text collection are
extracted, ignoring punctuation and case.

2. Word stemming. Each word is reduced to word-stem form. This may be
done by using some large morphological lexicon that contains the standard in-
flections for nouns, verbs, and adjectives (e.g., [Karp et al., 1992]), or via some
rule-based stemmer such as Porter’s [Porter, 1980].
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3. Stop wording. A stop list is used to delete from the texts the (root) words
that are insufficiently specific to represent content. The stop list included in
the CACM dataset, for instance, contains 428 common function words, such as
“the”, “of”, “this”, “on”, etc. and some verbs, e.g., “have”, “can”, “indicate”,
etc.

4. Word weighting. This step is necessary to perform word selection, described
in step 5; it may be also useful to discriminate between the documents that
belong to a same concept, e.g., for automatic text ranking.

The typical approach to word weighting is as follows. For each document
and for each term, a measure of the usefulness of that term in that document is
derived. The goal is to identify words that characterize the document to which
they are assigned, while also discriminating it from the remainder of the collec-
tion. This has long been modelled by the well known “term frequency inverse
document frequency” scheme, or tf .idf . Term frequency is given by the ratio of
the number of times a term occurs in a document to the total number of terms
in that document. Inverse document frequency is the total number of documents
in a collection over the number of documents in which the term occurs.

The two assumptions of the tf .idf scheme - namely that multiple appearences
of a term in a document are more important than the single appearence (tf)
and that rare terms are more important than frequent terms (idf) - are usually
extended through a third length normalization assumption, which states that
for the same quantity of term matching, long documents are less important than
short documents.

This three-component framework has been implemented using several ap-
proaches, the best-known of which is probably the vector space model [Salton
and McGill, 1983]. More recent weighting functions are BM25 [Robertson et al.,
1998], statistical language modeling (SLM) [Zhai and Lafferty, 2001], and de-
viation from randomness (DFR) [Amati and van Rijsbergen, 2002]. The latter
approaches have been shown to perform very well on large, heterogeneous test
collections, such as those used at TREC and CLEF. In particular, BM25 has
been used by most participants in TREC and CLEF in recent years.

When the documents to be indexed are obtained in response to a query,
it might be more effective to use term scoring functions that are based on the
difference between the distribution of the terms in the set of retrieved documents
and the distribution of the terms in the whole collection. In this way, the scores
assigned to each term may more closely reflect the relevance of the term to
the specific query at hand rather than the general importance of the term in
the collection. Several term-scoring functions of this kind and possible ways of
combining them to improve the quality of the generated terms are discussed in
[Carpineto et al., 2002].

Also, for semi-structured or web documents, text-based indexing might be
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complemented with other techniques that take advantage of additional sources
of knowledge, such as document fields, incoming or outgoing links, anchor texts,
and url structure.

5. Word selection. This last step is not necessary for IR systems performing
full-text indexing but is very important for FCA-based systems to facilitate the
subsequent process of lattice construction.

This problem can be addressed by using some heuristic threshold which re-
stricts the index set. Among others, one can use as selection criterion the mean
of weights in the document [Carpineto and Romano, 2000] or the value corre-
sponding to one standard deviation above the mean [Carpineto and Romano,
1996a]. A more elaborate approach is to choose the feature subset that max-
imizes the performance of a certain retrieval task or minimizes some involved
error, but this might be too difficult or expensive in many cases.

Clearly, the selected index terms ultimately control the retrieval performance
of the overall system. Reducing the set of features usually has a negative effect
but this is not necessarily the case. For a discussion of the effects of feature
selection on FCA-based text ranking see [Carpineto and Romano, 2000].

Note that the extraction of a good set of index terms is one of the most
difficult steps when producing a useful document lattice, because an optimal
strategy should consider the characteristics of the collection and the queries.

3.2 Efficient Lattice Construction

It is well known that the size of a concept lattice may grow exponentially with
the number of objects. However, this situation occurs rarely in the information
retrieval domain, as witnessed by a number of theoretical findings which suggest
that the number of concepts varies from linear to quadratic with respect to
the number of documents (e.g., [Godin et al., 1986], [Carpineto and Romano,
1996b]).

These findings agree with experimental observations. For instance, for the test
collection CACM (3204 documents), it has been reported that the concept lattice
contained some 40,000 concepts [Carpineto and Romano, 2000] , whereas for the
test collection CISI (1460 documents), characterized by a larger number of terms
per document (about 40), the size of the lattice grew to 250,000 ([Carpineto
and Romano, 1996a], [Carpineto and Romano, 1998], [Carpineto and Romano,
2000]).

Several algorithms have been developed for building the concept lattice of
an input context (G, M, I) (e.g., [Ganter, 1984], [Bordat, 1986], [Carpineto and
Romano, 1993], [Godin et al., 1995]). Usually, the efficiency of such algorithms
critically depend on the number of concepts C present in the lattice.

The best theoretical worst time complexity is O(|C||M |(|G|+|M |)), exhibited
by the algorithm presented by Nourine and Raynaud [Nourine and Raynaud,
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1999]; in practice, the behaviour may significantly vary depending on a number
of factors including the relative sizes of G and M , the size of I, and the density of
the context, i.e., the size of I relative to the product |G||M | (see [Carpineto and
Romano, 2004] for a comprehensive presentation and analysis of the algorithms
for lattice construction and [Kuznetsov and Obiedkov, 2002] for an experimental
comparison).

As the size of the document lattice may largely exceed the number of docu-
ments and because of the inherent complexity of the lattice-building algorithms,
the full document lattice may be constructed only for small to medium size col-
lections, usually up to thousands of documents. For larger test collection, such
as those containing millions of documents used at TREC, it is just unfeasible to
build the complete associated concept lattice.

Fortunately, in many applications it is enough to compute a very small por-
tion of the lattice, typically consisting of a focus concept and its neighbours.
Such a focus concept, for instance, might be selected by the user through a
point-and-click graphical user interface showing a partial lattice, or, as seen ear-
lier, it might be computed by mapping a natural language or Boolean query on
the document lattice. In this case, the system returns just the neighbours of a
focus concept in the lattice.

The problem of generating all the nearest neighbours of a given concept has
been addressed both to build a full lattice ([Bordat, 1986], [Lindig, 2000]) and
to find just the portion of lattice centered around that concept [Carpineto and
Romano, 1998]. As this is a very general and useful algorithm, we describe it
here in a detailed manner.

Our version follows the same general strategy as the works cited above but
differs in two main details, namely the generation of the candidate extent and
the choice of the admissible candidates. To solve the latter subtasks, we borrow
the more efficient procedures presented in [Nourine and Raynaud, 1999].

Figure 1 describes the algorithm for determining the set of lower neighbours
of a given concept; the determination of the upper neighbours is a dual problem
and can be solved by easily adapting the given algorithm. The theoretical time
complexity of the computation of the lower neighbours is O(|G||M |2); the time
complexity of the algorithm for finding both the lower and upper neighbours
is O(|G||M |(|G| + |M |)). The use of Nourine and Raynaud’s procedures does
not affect the theoretical complexity of the algorithm but they may produce a
substantial efficiency gain in practical situations.

Although the possession of a fast algorithm for computing the underlying
concept lattice or part of it may be an essential prerequisite for IR applications
as well as for applications concerning rule mining or software analysis, the is-
sue of an optimal selection of the available algorithms has not been adequately
addressed. More research is needed on the evaluation of competing algorithms,
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FindLowerNeighbours
Input: Context (G, M, I), concept (X, Y ) of context (G, M, I)
Output: The set of lower neighbours of (X, Y ) in the concept lattice

of (G, M, I)

1. lowerNeighbours := ∅
2. lNCandidates := ∅
3. for each m ∈ M\Y

4. X1 := X ∩ {m}′
5. Y1 := X ′

1

6. if (X1, Y1) /∈ lNCandidates

then
7. Add (X1, Y1) to lNCandidates

8. count(X1, Y1) := 1
else

9. count(X1, Y1) := count(X1, Y1) + 1
10. if (|Y1| − |Y |) = count(X1, Y1) then
11. Add (X1, Y1) to lowerNeighbours

Figure 1: Find Lower Neighbours algorithm.

both from a theoretical and an experimental point of view. We will return to
this in the conclusion.

3.3 Effective Lattice Visualization

Except for automatic tasks such as document ranking, most of the IR applica-
tions based on concept lattices require some form of exploration of the graph
diagram on the part of the user. However, forming useful visualizations of graph
structures is notoriously difficult due to the conflicting issues of size, layout, and
legibility on limited screen area. The problem is further compounded by the fact
that the concept lattices of real applications are usually very large. The common
approach is to show or hide parts of the lattice via interactive specification of a
focus concept and/or subsets of terms.

One simple method consists of showing just the neighbours of a focus concept.
Simple graphical interfaces of this kind have been suggested or implemented in
several works, including [Godin et al., 1989], [Godin et al., 1993], [Carpineto and
Romano, 1996b], and the REFINER system discussed earlier [Carpineto and
Romano, 1998].
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To show a larger portion centered around a focus concept, we can resort to
focus+context visualization tehniques. Focus+context viewers use as a general
metaphor the effects observed when looking through fisheye lenses or magnifying
glasses. A simple way to implement a fish eye view is to display the information
contained in a lattice in varying levels of details depending on the distance from
the focus; the size of the information at the focal point are increased whereas
the information placed further away are reduced in scale.

In practice, a specific display format for each subset of concepts placed at
the same distance from the focus concept can be used, the distance being the
length of the shortest paths between the concepts. Such displays may involve
different combinations of sizes, fonts, and types of information. A similar ap-
proach has been adopted in the ULYSSES prototype ([Carpineto and Romano,
1995], [Carpineto and Romano, 1996a]).

In some cases, we are mainly interested in the portion of the lattice placed
below a focus concept. A simple and useful approach is to use a tree, by mak-
ing the focus concept the root and associating each sequence of concepts below
the focus with a path. The tree representation has several advantages. As the
metaphor of hierarchical folders is used for storing and retrieving files, book-
marks, menus items, etc., most users are familiar with it and hence no training
on the part of the user is required.

The main disadvantage is that there may be a considerable amount of du-
plication of information when the concepts have multiple parents. On the other
hand, this is not very likely to happen if only some levels of the hierarchies are
visualized. The tree-like representation surfaces in some more recent prototypes
based on concept lattices such as HierMail [Cole et al., 2003] and its commercial
follow-up Mail-Sleuth (http://www.mail-sleuth.com).

An alternative approach to lattice visualization is based on combining mul-
tiple partial views of the data represented in the context. A particular scheme
termed nested line diagram has been developed within the FCA community and
first implemented in the Toscana system ([Wille, 1984], [Vogt et al., 1991],[Vogt
and Wille, 1995], [Stumme, 1998]). In essence, (i) two or more subsets of at-
tributes are chosen by the user, (ii) the concept lattices of the subcontexts
identified by the attribute subsets of step 1 are found, and (iii) the full con-
cept lattice is embedded in the direct product of the lattices of subcontexts as
a join-semilattice. The overall effect is that of having several complete lattices
of partial contexts nested into one another rather than a partial lattice of a
complete context.

One advantage of nested line diagrams is that the size of each local dia-
gram cannot exceed the number of possible combinations of the attribute values
present in the corresponding subcontext, regardless of the number of objects in
the database. Hence, it is possible to draw the full lattices of each subcontext

998 Carpineto C., Romano G.: Exploiting the Potential of Concept Lattices ...



even for large databases, provided that the subcontexts are sufficiently small.
Clearly, this approach is effective when the number of scales to combine is lim-
ited.

Before concluding this section we would like to emphasize that the fast ad-
vances in the field of graphical web interfaces may spur a renewed interest in
the techniques for lattice visualization. In addition to exploring the use of al-
ternative visual layouts proposed in the information visualization field [Gershon
et al., 1998], whether focused on more complex inherent graph substructures or
on richer interactive or linking mechanisms, it would be useful to compare rela-
tive merits and drawbacks of each visualization scheme for specific performance
tasks.

4 Accessing and Mining Web Retrieval Results with CREDO

In the preceeding sections, we have argued that there is a lot of scope for ap-
plication of FCA to interactively exploring the content of text collections. One
particularly important form of text collection is represented by the Results Page
returned by Web search engines. Now we address the issue of mining Web re-
trieval results using a concept lattice approach. We start by discussing other
approaches, then present the system CREDO.

4.1 Approaches to Visualising Web Retrieval Results

Recent research has focused on the lack of effectiveness of Web search engine
interfaces, which suffer from a lack of a concise representation of the content of
all retrieved documents. The unmanageably large response sets of Web search
engines compounded with their low precision often make the perusal of document
summaries ineffective, time-consuming, and frustrating for the user.

A number of approaches have been presented, including query-biased sum-
maries [Tombros and Sanderson, 1998], hierarchical query-biased summaries
[Sweeney et al., 2002], query term hits between documents [Berenci et al., 2000],
and arrangement of results using an auditorium seating metaphor [Terveen
and Hill, 1998]. The best-known method is, perhaps, to use hierarchical clus-
tering (e.g., [Zamir and Etzioni, 1999]), which is also offered by commercial
search engine services such as Vivisimo (http://vivisimo.com) or Clustered Hits
(http://www.clusteredhits.com).

The clusters built from Web documents are labeled using the document de-
scriptions and the resulting structure is offered to the user for browsing, starting
from the top clusters. The effect for the user is a combination of query-based
(e.g., Google) and category-based (e.g., Yahoo!) Web search methods. It allows
the user to focus on some weakly-specified subject (by a query), and then drill
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down through the hierarchy that has been created on the fly in response to that
particular query.

However, hierarchical clustering of Web results also presents some drawbacks.
First, valuable or relatively rare clusters can be omitted in the resulting hierarchy
due to the use of similarity metrics and heuristic choices during cluster formation
[Carpineto and Romano, 2000]. Second, once the hierarchy has been constructed,
a label for each cluster must be found. This step is very important for the task
at hand, because the labels guide the process of cluster selection and subsequent
refinement on the part of the user. However, it is often difficult to find a good
description for a set of documents. Finally, the user navigates through a strict
hierarchy, which does not easily permit recovery from bad decisions.

Most of these limitations can be overcome using concept lattices: the set of
clusters is complete and each element is formally justified, cluster labeling is
integrated with cluster formation, the structure is a lattice instead of a hierar-
chy. In addition to being theoretically appealing, on-line mining of Web results
using concept lattices is technically feasible, as demonstrated by the the system
CREDO.

4.2 Design and Implementation of CREDO

Figure 2 shows the architecture of CREDO. CREDO, which stands for Concep-
tual REorganization of DOcuments, takes as input a user query. The query is
forwarded to an external Web search engine, and the first pages retrieved by the
search engine in response to the query are collected and parsed. At this point,
a set of index terms that describe each returned document is generated, from
which a conceptual structure representing all retrieval results is built. Such a
conceptual structure, as will be explained below, can be seen as a variant of a
concept lattice; we will refer to it as a CREDO hierarchy. The last steps consist
of visualizing the CREDO hierarchy and managing the subsequent interaction
with the user, who may browse through the concepts and display the associated
documents.

CREDO has been implemented in Shark, a Lisp-like language being devel-
oped by the second author of this paper that is automatically translated into
ANSI C and then compiled by gcc compiler. CREDO runs on a Web server as a
CGI application that can be invoked from any Web browser; it is available for
testing at http://credo.fub.it. In the following sections we detail the working of
CREDO’s main blocks.

4.2.1 Interaction with the Search Engine

The interaction between CREDO and the search engine is handled through
SOAP (http://www.w3.org/TR/SOAP), an XML-based protocol widely used for
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Figure 2: CREDO’s architecture.

exchanging structured and typed information over the Web. An example of a
search engine that accepts queries from an authorized computer using this pro-
tocol is Google, through its Web APIs service (http://www.google.com/apis/ ).

In our case, we need to encode the information concerning the query and the
retrieval results. After the query has been typed in, a SOAP call to the search
engine is generated that will contain the query terms as well as other pieces of
information such as the number of result pages required.

CREDO collects the first 100 documents retrieved by the search engine. This
number is a good compromise between having few documents (which can be
better examined sequentially and are possibly too homogeneous in content to give
rise to useful subgroups) and a large number of documents (which are possibly
not relevant and cannot be processed with reasonable response times).

The output of the search engine is returned as a SOAP message, analogous to
that received as an input, which CREDO transforms into a tree-based internal
representation. Several attributes of interest for the extraction of a subset of
index terms are present, including a ”title” and “snippet” for each retrieved
document.

It is also possible for CREDO to query a search engine in a direct manner
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via the HTTP protocol, and then acquire the results by parsing the returned
HTML pages. This approach has the advantage that the utilization of the search
engine may not be subject to external constraints. However, the parsing process
is prone to error and is sensitive to changes in the search engine interface.

4.2.2 Indexing of Retrieval Results

One possibility is to use the method described in Section 3.1, considering as the
collection at hand the first retrieved documents. This method, however, requires
that the description of each document should be detailed enough to have a rich
representation for the document’s language model.

This is not the case in our application, because the document summaries are
very short, whereas the full-text documents are not available unless we download
the original documents from the Web (which may take too long). On the other
hand, we can take advantage of the document structure.

CREDO considers just the information contained in the results returned by
the search engine, focusing on the elements that best describe the content of
the documents. Each document is indexed by two sets of terms, one for the
title and one for the snippet, extracted from the values of the corresponding
attributes in the SOAP message returned by the engine. The extraction of the
terms is preceeded by simple document cleaning, which is the same for both
attributes and consists of (i) identifying all tokens formed by alphanumerical
characters, (ii) converting upper case characters to lower case characters, (iii)
stripping numbers, and (iv) removing stop words.

4.2.3 Construction of the CREDO hierarchy

One of the main difficulties is that the concept lattice of the retrieved documents
may contain many irrelevant concepts resulting from spurious combinations of
the document terms. This problem is especially relevant to the set of coatoms
(i.e., the lower neighbours of the top element of the lattice), which must be shown
to the user at the beginning of the interaction and should give an immediate idea
of the main subjects into which the results can be grouped.

To address this problem, one can use a very limited number of terms per
document (e.g., the title of the document). The advantage is that in this way
we reduce the possibility that two documents that are different in content share
some word by chance. However, by doing so it is likely that many documents
will not share any term with the other documents, thus remaining ungrouped
(i.e., their document concept will be directly linked to the top and the bottom
elements of the concept lattice).

To avoid this drawback, CREDO takes a hybrid approach, in which the lower
levels of the CREDO hierarchy are built using a larger set of terms than those
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used to build the top level. First, the top element of the concept lattice along
with the coatoms (i.e., the lower neighbours of the top element), are built, using
only the title terms. If some query term is not contained in the title, which is
not usually the case for Web searches, it is added to the title to make sure that
there is a natural starting point for browsing the document lattice. Then the
extent of each coatom is increased by including the documents that contain the
concept terms in their snippet. This amounts to expanding the description of
each document with those snippet terms which are also concept terms. The top
element with the modified coatoms are the top level of the CREDO hierarchy. At
this point, the lower levels are built using the expanded document representation.

This can be seen as a two-step classification procedure, in which the first layer
identifies the main topics and the other layers contain the subtopics of each main
topic. Clearly, the resulting clustering structure is not a true concept lattice, in
the sense that it cannot be seen as the concept lattice of a specific context. In
particular, it is not equivalent to the concept lattice which would be obtained
if we indexed each document by taking the union of the terms contained in the
title and in the snippet.

The implementation of the hybrid strategy described above makes use of
the Find Lower Neighbours algorithm described in Section 3.2, which is applied
iteratively to generate the levels of the CREDO hierarchy in a top-down, breadth-
first manner. The only caution is that different contexts must be used as input to
the Find Lower Neighbours algorithm to take into account the expansion of the
document representation. The coatoms are found using only the title terms as
document intents; the other invocations of the Find Lower Neighbours algorithm
are performed using the expanded context.

The pseudo-code of the algorithm, called Find CREDO Hierarchy, is shown
in Figure 3. For the sake of generality, the CREDO hierarchy is seen as a set
of concepts C and of a set of edges E, where the edges are ordered pairs of
concepts (c1, c2) such that c1 ≺ c2, i.e., c1 is a lower neighbour of c2. In practice,
however, it is convenient to implement each concept as a record with pointers
to its neighbours.

4.2.4 Visualization of CREDO’s Results and Interaction with the
CREDO hierarchy

After constructing the hierarchy, CREDO presents the user with the results.
CREDO’s interface is illustrated in Figure 4, relative to the query “jaguar”. The
top frame contains a search box with the submitted query, the lower left frame
shows the lattice top along with its most numerous children using a hierarchical
folders representation, and the lower right frame shows the documents associated
with the currently selected concept (at the outset, the top level of the lattice).
All the documents of one concept that are not covered by its displayed children

1003Carpineto C., Romano G.: Exploiting the Potential of Concept Lattices ...



FindCREDOHierarchy
Input: Context (G, M, Ititles), document snippets
Output: The CREDO hierarchy CH = (C, E)

1. C := {(G, G′)} /* Using (G, M, Ititles) */
2. E := ∅
3. coatoms := FindLowerNeighbours((G, M, Ititles), (G, G′))
4. Iexp := Ititles

5. for each (X, Y ) ∈ coatoms

6. for each g ∈ G

7. if g /∈ X and Y ⊆ snippet(g) then
8. Xexp := X ∪ {g} /* Expand extent of coatom */
9. Iexp := Iexp ∪ {g, Y } /* Expand object representation */
10. C := C ∪ {(Xexp, Y )} /* Create child of top element of CH */
11. Add edge (G, G′) → (Xexp, Y ) to E

/* The following statements build the lower levels iteratively */
12. currentLevel := C\{(G, G′)}
13. while currentLevel �= ∅
14. nextLevel := ∅
15. for each (X, Y ) ∈ currentLevel

16. lowerNeighbours := FindLowerNeighbours((G, M, Iexp), (X, Y ))
17. for each (X1, Y1) ∈ lowerNeighbours

18. if (X1, Y1) /∈ C then
19. C := C ∪ {(X1, Y1)}
20. nextLevel := nextLevel ∪ {(X1, Y1)}
21. Add edge (X1, Y1) → (X, Y ) to E

22. currentLevel := nextLevel

Figure 3: Find CREDO Hierarchy algorithm.

are grouped in a dummy concept named “other” (in Figure 4, “other” contains
38 out of the 100 documents associated with its parent).

Note that the sum of the documents covered by the children may exceed the
number of documents contained in their parent, because the same document can
be assigned to multiple children. In Figure 4, for instance, the top element of the
CREDO hierarchy contains the 100 documents returned by the search engine,
whereas the sum of the documents contained by its children is equal to 114.

The user can click on one concept and see its children, thus narrowing down
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Figure 4: Results of the query ”jaguar”.

the scope of the search. This operation can be repeated on the newly-displayed
concepts to further narrow the scope of the search, or it can be performed on
other top concepts to browse unexplored branches.

To manage the interaction between the user and CREDO through a Web
connection different technical solutions are conceivable. One possibility is to feed
the client with just the top level and then provide the lower levels on demand, but
this increases the number of interactions between client and server and requires
proper handling of the state on the part of the server. An alternative approach
is to compute the whole lattice and send out the results of all possible concept
selections at once. This requires more bandwidth but is simpler to implement and
allows faster response times during the interaction. CREDO adopts the latter
solution.

As CREDO allows the user to browse through the query results, this can
be seen as a form of query refinement, in which the emphasis is on the efficient
construction of a small but informative concept lattice. Furthermore, CREDO
can be seen as a tool for query disambiguation and content categorization. This
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is especially useful for Web searches, because as there are a huge number of
highly rich and heterogeneous documents, the retrieval results may easily contain
potentially relevant documents that cover entirely different subjects. This point
is clearly illustrated in the next section.

4.3 CREDO at Work

Consider again the query “jaguar”. This is an inherently ambiguous word on
the Web. The output of CREDO (see Figure 4) clearly reflects this fact, with
concepts such as cars, parts, atari, and xj6 (referring to the Jaguar car brand),
or mac os (one of the latest operating systems of MAC), or panthera onca and
big cat (i.e., the animal), or jacksonville (i.e., the American football team), or
even clubs (there are in fact plenty of clubs called jaguar).

This example shows the utility of CREDO to disambiguate a user query and
to quickly focus on the documents relevant to the intended meaning.

As a further illustration, consider the query “xml”. The top concepts created
by CREDO (see Figure 5) show several useful main topics referring to it, such
as markup, software, tools, free, rdf, editor, 1.0, apache project, python processing
etc.. An example of a secondary topic (of the primary topic editor) is windows
free, which contains a document about a free XML editor for Windows. Note
that the same document could be reached through the path: xml - free - windows
editor. Neither path is better than the other, but one may better fit a particular
user’s paradigm or need.

This example illustrates the greater flexibility of navigating CREDO’s results,
as compared to using a strict hierarchy, because the same piece of information
can be reached through multiple paths.

The last example concerns the query “claudio carpineto” (in quotation marks),
shown in Figure 6. There emerge many interesting concepts, some of which are
multi-word concepts; e.g., fondazione ugo bordoni (the affiliation of Claudio
Carpineto), gianni amati (the name of a colleague, with whom he has authored
several papers), machine learning (one of his research interest). In fact, in the
limited context represented by the results of “claudio carpineto”, each word in
any of those pairs always co-occurs with the other word in the pair. For instance,
“gianni” univocally determines and is univocally determined by “amati”, “ma-
chine” by “learning”, etc.

This is an interesting feature of concept lattice-based mining of Web results,
because it permits the discovery of deterministic or causal associations between
words that hold in the set of results.

The “claudio carpineto” example is also interesting for other reasons. As
shown in Figure 6, the coatom with the largest number of documents is romano,
the surname of the second author of this paper, with whom Claudio Carpineto
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Figure 5: Selecting editor and windows free in the ”xml” results.

has authored most of his paper. Somewhat surprisingly, a concept giovanni ro-
mano has not been generated, nor a concept giovanni as a subconcept of romano,
in spite of the fact that the word giovanni co-occurs with the word romano in
each of the 34 documents associated with the concept romano. On closer inspec-
tion, we found that there is a nonrelevant document in the retrieved results with
the words valerio romano in the title which prevents CREDO from forming the
coatom giovanni romano. The coatom romano is created instead, and at this
point the word giovanni is no longer considered for generating the subsequent
concepts.

Although in this case the failure in producing the concept giovanni romano
or giovanni can be attributed to a spurious document in the set of retrieved
results, it may happen that a very frequent term such as giovanni does not give
rise to any concept because it is not contained in any title. To account for this
anomalous situation, one could use a more sophisticated policy for determining
the set of index terms, for instance by also accomodating no-title terms that
occur comparatively more frequently in the set of retrieved documents than in
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Figure 6: Results of the query ”claudio carpineto” (in quotation marks).

a reference corpus (see Section 3.1).
It should also be noted that the second and third child of the top concept are

information and retrieval, respectively, with 25 and 24 documents. One might
think that, as in the giovanni romano case, the concept information retrieval,
which is one of the research interests of Claudio Carpineto, has not been erro-
neously generated due to some unfortunate circumstance. In fact, the concept
information is rightly more general than information retrieval because there
are retrieved documents that reference the Information Systems group at Fon-
dazione Ugo Bordoni, of which Claudio Carpineto has been the head, as well as
the use of information theoretic approaches in some of the papers authored by
Claudio Carpineto.

5 Conclusions

Building on the properties of a document lattice, we have developed CREDO,
a system for inspecting Web retrieval results. We have shown that CREDO is
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useful for quickly retrieving the items with the intended meaning in the case of
an ambiguous query, as well as for highlighting the contents of the documents
that reference a given entity.

Compared to other clustering approaches to mining Web retrieval results,
CREDO has a stronger theoretical basis and a greater flexibility. In addition, it
permits the extraction of relevant multi-word concepts that are specific to the
query at hand.

We plan to improve CREDO along two main directions. The first is the use
of more sophisticated policies for document indexing, e.g., by scoring the im-
portance of terms or by taking advantage of word proximity. The second is an
investigation of the main trade-offs involved in the implementation of CREDO,
such as analyzing a small or large number of retrieved documents, using docu-
ment snippets or full text documents, performing single- or multi-keyword index-
ing, constructing a partial or full concept lattice, using simple or sophisticated
visualization schemes, allowing single or multiple interaction modes.

We believe that the development of CREDO will help increase the scope of
FCA for IR. Although several FCA papers have been published in major IR
forums, the awareness of the utility of concept lattices for IR is still limited out-
side of the FCA community. The free availability of on-line, concept lattice-based
tools for performing Web searches such as CREDO is a step in this direction.
To enable a greater and lasting impact of FCA on IR, the following points also
deserve attention.

Focus on appropriate IR tasks. The chosen tasks must be suitable for FCA
and should not be easily solved by conventional IR techniques. For instance,
natural language processing techniques could hardly demonstrate their useful-
ness as long as they were employed to improve the classical topic relevance task,
whereas they have recently become an essential component of systems perform-
ing question answering on large text collections.

Integration with advanced IR techniques. To solve any nontrivial task, it may
be necessary to integrate FCA methods with existing IR techniques. As the IR
field is moving on fastly, it is important to pick up the most updated techniques.
For instance, using the classical tf · idf weighting scheme rather than the much
more effective methods that have been developed lately may seriously degrade
the performance of the whole IR application.

Adoption of IR evaluation metrics. The effectiveness of the application should
be measured using recognized evaluation metrics. This holds both for automatic
and interactive tasks. Evaluation studies of the latter type of tasks, which is more
relevant to FCA applications, are not frequent in the literature probably due to
a combination of methodological, technological, organizational, and economical
issues, although there are some significant exceptions (e.g., [Spink and Saracevic,
1997], [Berenci et al., 2000]).
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Engineering test collections. It would be very useful to have a set of test
databases on which to run rigorous experimental comparisons. Test collections
could be used to evaluate the efficiency of the algorithms for constructing the
document lattice and also to perform more controlled IR experiments. Engineer-
ing test collections may be an important step to take for the whole research
community on FCA to encourage systems implementations and to measure ad-
vances.
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