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Abstract: The specification and validation of security protocols often requires view-
ing function calls — like encryption/decryption and the generation of fake messages —
explicitly as actions within the process semantics. Following this approach, this paper
introduces a symbolic framework based on value-passing processes able to handle sym-
bolic values like fresh nonces, fresh keys, fake addresses and fake messages. The main
idea in our approach is to assign to each value-passing process a formula describing
the symbolic values conveyed by its semantics. In such symbolic processes, called con-
strained processes, the formulas are drawn from a logic based on a message algebra
equipped with encryption, signature and hashing primitives. The symbolic operational
semantics of a constrained process is then established through semantic rules updating
formulas by adding restrictions over the symbolic values, as required for the process
to evolve. We then prove that the logic required from the semantic rules is decidable.
We also define a bisimulation equivalence between constrained processes; this amounts
to a generalisation of the standard bisimulation equivalence between (non-symbolic)
value-passing processes. Finally, we provide a complete symbolic bisimulation method
for constructing the bisimulation between constrained processes.
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1 Introduction

The sudden expansion of electronic commerce has introduced an urgent need to
establish strong security policies for the design of security protocols. The formal
validation of security protocols has since become one of the primary tasks in
computer science. In recent years, equivalence-checking has proved to be useful
for the verification of security protocols [1, 4, 6, 19]. The main idea behind this
approach of formal verification is to verify a security property by testing whether
a process (specifying a protocol) is bisimilar to its intended behaviour. The suc-
cess of these methods relies on two facts: 1) process algebras are suitable for
the specification of such protocols, including cryptographic protocols; 2) bisim-
ulation offers an expressive semantics to process calculi. Many other methods
inspired by a wide range of approaches have been proposed in the literature to
analyse security protocols, but very few offer the possibility to explicitly analyse
function calls used, for example, in encrypting, decrypting, signing and hashing.
In cryptographic based process calculi like Abadi & Gordon’s spi-calculus [2]
and Focardi & Martinelli’s CryptoSPA [11], encryption and decryption manipu-
lations are done in a parallel inference system, and therefore they are not directly
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observable from the process semantics. For instance, a principal sending a mes-
sage m encrypted with a key & is modeled as an output action “c({m}x)” (where
{m} stands for the message m encrypted by k) whenever {m} can be inferred
from the principal’s current knowledge.

However, information flow properties (e.g. non-interference [10] and admis-
sible interference [18]) usually require such manipulations to be observable. For
that purpose, we work within the framework of an extension of value-passing
CCS [16], called Security Protocols Process Algebra (SPPA) [14], in which func-
tion calls made by principals are explicitly modeled as actions. For instance, a
principal sending a message m encrypted with a key k is modeled as the action
“enc;q” (where id is an identifier for the principal encrypting the message) fol-
lowed by the output action “¢({m}y)”. Moreover, the specification of intruders
in SPPA allows us to analyse the effects on the information flow of a protocol of
an intruder generating fake messages and fake addresses. In addition, compared
with a process calculus using an inference system for encryption manipulations,
SPPA is more suited for analysing restricted attacks based on the repetition of
the same attempt. For instance, distributed denial of service attacks have been
specified in SPPA [14]. In order to deal with the notion of fake message, around
which most attacks are built, we need to extend SPPA in order to specify func-
tions generating random values. But the introduction of such generating function
calls as actions requires interpreting their output as symbolic values. Thus, we
need to consider symbolic value-passing processes along with a symbolic opera-
tional semantics able to handle symbolic variables without a specific value but
satisfying certain constraints.

This paper introduces a symbolic framework for the specification of security
protocols which is based on the novel concept of constrained process. A con-
strained process is a pair composed of a value-passing process (SPPA process
with, possibly, free variables standing for symbolic values) and a formula ex-
pressing a statement about symbolic values. The formula pertains to a message
logic whose terms are taken from a message algebra relying on atomic sets of
numbers and identifiers (addresses), and cryptographic primitives (encryption,
signing and hashing operators). Therefore, the purpose of a formula within a
constrained process is to bind the free variables occurring in the course of pro-
cess execution. For instance, to a process generating a fresh key for a protocol
run and allocating this key to some free variable x, we assign the formula which
states that x stands for a key. The operational semantics of constrained pro-
cesses is thus achieved from the process behaviour, subject to the restrictions
imposed by its formula. Hence, a process whose definition requires the execu-
tion of an action and evolution into another process will only occur if the whole
transition satisfies the formula enforced at this point. Roughly speaking, the
formula within a constrained process stands for the set of messages that can be
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assigned to its free variables; this set of possible values evolves, along with the
process, by either adding new free variables or restricting (or binding) the ones
already present. In one of the main results of this paper, we prove the decidabil-
ity of every formula derivable from the process algebra’s operational semantics.
Moreover, we feel that our symbolic framework can be applied to any other pro-
cess algebra, from value-passing CCS to more expressive process algebras like
Milner’s 7-calculus [17] and Abadi & Gordon’s spi-calculus [2].

The use of value-passing processes over infinite messages-domain leads to non
finite-branching transition graphs on which trace equivalence and bisimulation
equivalence fail to be decidable. An attractive solution to this challenge was pro-
posed by Hennessy-Lin [12] who defined a notion of symbolic bisimulation. It is
primary based on a symbolic semantics which may express value-passing CCS
processes in terms of finite symbolic transition graphs instead of possibly infinite
ones. The main idea behind Hennessy-Lin’s approach is to assign to every action
(transition) a formula describing the symbolic values (free variables) used in the
action. Within this framework, they introduce two generalisations of Milner’s
strong bisimulation equivalence for value-passing processes called early and late
bisimulation. Although our paper aims at a similar goal, we introduce a sym-
bolic semantics in which the description of symbolic values is done within the
processes (states) instead of within the transitions. In fact, our symbolic transi-
tion graphs could be directly obtained from their symbolic transition graphs (by
considering every path). Moreover, our approach, compared to Hennessy-Lin’s,
takes advantage of an expressive message logic capable of stating cryptographic
relations. For instance, we can bind free variables x1, 22, x3 through the formula
(1 == {x2}s;) A K(x3) which states that z; stands for zo encrypted with the
key x3. In addition, we feel that the concept of constrained process is more suited
for security protocol analysis than Hennessy-Lin’s symbolic transition graph: a
constrained process allows us to get a quick view of the symbolic values at a given
state of the protocol, rather than retrieving successively every path leading to
this state.

This paper is organised as follows. In section 2, we introduce a logic for cryp-
tographic messages. In section 3, we present the SPPA process algebra and we
describe a symbolic semantics for constrained processes. In section 4, we intro-
duce a bisimulation equivalence relation for constrained processes, for which we
give, in section 5, a sound and complete proof method called symbolic bisimu-
lation. In section 6, we offer a brief overview on the application of our symbolic
framework to security protocols analysis. We conclude this paper with a short
talk on related work and on our future work.
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2 Message Specification

2.1 Message Algebra

We consider the following message algebra which relies on disjoint syntactic
categories of numbers, principal identifiers and variables respectively ranging
over sets N, Z and V. The set T of terms is constructed as follows:

t:= n (number) | id (identifier) | = (variable) | (t,t) (pair)
| {t}+ (encryption) | [t]: (signature) | h(t) (hashing).

It is important to note that we only consider finite terms. For any term ¢,
we denote fv(¢) the set of variables occurring in ¢ and we say that t is a
message whenever it contains no variable. The set of all messages is denoted
by M. Furthermore, given a valuation ¢ : V — M and a term t such that
fv(t) = {z1,...,2n}, o(t) stands for the message t[o(x1)/x1]...[0o(xn)/zn] i.e.,
the message obtained from ¢ by substituting each variable x; with its valuation

o(xz;) (i = 1,...,n). Note that if a variable is substituted more than once in
the expression t[o(z1/x1] ... [0(zn)/Zn], then the lefter-most substitution always
prevails.

For the sake of clarity, we will discriminate a subset L C M of messages that
may be used as encryption keys. Note that the definition of the set K usually
depends on the cryptosystem used by the protocol. For instance, in the case of a
symmetric block-cypher algorithm, we have K = {v € N | length of v = N} for
some N € IN; or, more generally, we may have K =N U |J,,~;{h™(n) | n e N'}
where we write 2™ (n) instead of h(. .. h(n)...) (m times). However, for simplicity
purposes, this paper simply uses the set K = N. Moreover, in order to deal with

public-key encryption, we use an idempotent operator [—]~! : K — K such that
a~! denotes the private decryption key corresponding to the public encryption
key a, or vice versa. For symmetric encryption, let a=' = a. Moreover, one

assumes perfect encryption and hashing.

2.2 A Logic for Messages

In the following, we consider the logic based on the terms of our message algebra
and the following predicates:

P = t ==t (term equation) | M(t) (message predicate)
| N(t) (number predicate) | Z(t) (identifier predicate)
| K(t) (key predicate).

The formulas of our logic are then obtained as follows:

¢u=0[1|P[oAg | o
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The set of ¢’s free variables is denoted by fv(¢) and ¢ is said to be closed
whenever fv(¢) = (). The satisfaction of a closed formula ¢, denoted by = ¢, is
defined recursively as follows:

— 1 and #0
— FE a==0 iff messages a and b are syntactically identical i.e.,

o = n==n foreveryneN,

o = id==1id for every id € 7,

E (a1,a2) == (b1,be) iff E a1 ==0b A az == bo,
F {acta, =={b2te, iff | a1 ==b1 A az==bs,

o £ [a2)ay == [baly, f | a1==b1 A ap==by, and
Y . i Spp—

— | M(a) for every message a € M;

- E N(a) iff aeN;

—E T(a) iff aeT;

- E K(a) iff a€Kk;
- ong iff E ¢ and E ¢
- E ¢ it E ¢la/x] for some a € M.

(Notation ¢[a/x] stands for the substitution of every free occurrence of variable
x in ¢, by message a.) We assume that each predicate is decidable i.e., the
satisfiability problems = N (a), = Z(a) and = K(a) are decidable for any a € M,
and they are never satisfied whenever a is a non-atomic message (recall that we
assumed earlier that = N). For instance, [~ Z(h(a)) and = N({a},) for any
a,b € M. Moreover, we recall that Z and A are disjoint sets.

Given a valuation g : ¥V — M, the satisfaction of a formula ¢ by g, denoted
by o | ¢, is defined as follows:

oo it |=o(d)
Ezample 1. Formula
¢ = g, 3a, (@ == (z1,22) N K(z1) N M(22))

with fv(¢) = {z} states that variable  must be a couple composed of a key and
a message. Hence, if o1 (z) = (k,a), for some k € K and a € M, then we see that
01 E ¢. However, if ga2(x) = (a,a), then g2 & ¢ unless a € K.
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Two formulas ¢ and ¢’ are said to be equivalent — which is denoted by ¢ < ¢/
— whenever
oo i oF¢
for every valuation p. In particular, a formula ¢ is equivalent to 0 — which is
denoted by ¢ < 0 — whenever p [~ ¢ for every valuation p. We also consider the
equivalence relation ¢ < ¢’ defined as follows:

b & ¢ iff (¢ e ¢ and fv(p) = fv(¢)).

The equivalence class of some formula ¢ under & is defined by [¢] = {¢' | ¢ & ¢'}.

2.3 Decidability

We can prove that every (closed) formula from our logic is decidable. This result
follows from the fact that our logic for messages is restricted to conjunction
and existential operators. Hence, the decidability of a formula boils down to the
satisfaction of a number of predicates and equations, which we assume to be
decidable.

Theorem 1. Every formula is decidable.

Proof of Theorem 1 is given in Appendix A.

2.4 Functions

We consider a finite set F of functions mapping messages to new messages
constructed from the grammar rules above. Each function f(z1,...,z,) has a
characterisation formula from our logic, denoted by ¢y, ... 4,) Or simply ¢y,
which is satisfied only by messages within its domain, and such that fv(¢;) =
{z1,...,zn}. Therefore, = ¢rlar/z1] ... [an/xyn] if and only if f(a1,...,a,) is de-
fined. We often write ¢¢(ai,...,ay) instead of ¢¢lai/x1]... [an/zys], or simply
¢¢(a) where a = (ai,...,ay). In addition, we consider the notion of generating
functions, extremely useful for the specification of security protocols requiring
fresh nonces, fresh keys and random numbers, and for the specification of in-
truders generating fake addresses and fake messages. Generating functions are
functions which may generate symbolic values without any input. Each generat-
ing function new € F (often denoted by new(—)) is assigned to a formula ¢yeq,
also called characterisation formula, which is satisfied only by messages within
its range. We usually consider the following functions:

L] pair(xl, {EQ) = (:L'l, LEQ) with ¢pair(x1,x2) o= M(i[:l) A\ M(:L'Q);
o enc(z1,x2) = {T2}a, With Genc(ar,z) 1= K(21) A M(22);
e hash(x) = h(z) With @pash(z) = M(x);

hd Sign(xla 1‘2) = [xQ]iCl with (bsign(zl,zz) = K(xl) A M(l‘g),
e newMessage(—) With GnewMessage 1= (z);

M
° newNumber(—) with ¢neWNumber = N(l’),
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e newld(—) with ¢newta 1= Z(z);
o newKey(—) with ¢newkey = K(z).

3 Security Protocol Process Algebra

Our first step toward validation of security protocols is to find a language which
may express both the protocols and the security policies we want to enforce.
Process algebra has been used for some years to specify protocols as a cluster of
concurrent processes, representing principals participating in the protocol, which
are able to communicate in order to exchange data. Process algebras CSP [13]
and CCS [16] have been extensively used with this objective [15, 20]. In this sec-
tion, we introduce a generic symbolic framework which we feel could be applied
to numerous process algebras. Given a process algebra, we proceed by extending
its syntax in order to view generating function calls “let z = new(—) in...” as
prefixes. Messages generated in this way are explicitly typed with the characteri-
sation formula ¢y, . For simplicity, our symbolic framework follows the Security
Protocols Process Algebra (SPPA) [14], an extension of value-passing CCS in
which local function calls are viewed as visible actions. Up to these extensions
tailored just to fit to the ideas presented here, SPPA is very similar to SPA
presented by Focardi & Gorrieri [7]. SPPA’s syntax follows Abadi & Gordon’s
Spi-Calculus [2], but without scope extrusion and replication, and the input and
output prefixes do not carry channels. Also, the purpose here is not to introduce
a new process algebra but just to define a generic process algebraic symbolic
framework as well-suited as possible to analyse cryptographic protocols.

3.1 Syntax of SPPA

First, we consider a finite set C of public channels. Public channels are used to
specify message exchanges between principals (commonly, there is one channel
for every step of a protocol run). We assume that public channels have no specific
domains: any message can be sent or received over them.

The agents of SPPA are constructed from the following grammar:

S = 0 (nil) | letz=f(t) in S (function call)
| ¢(t).S (output) | let (z,y) =t in S (pair splitting)
| c(x).S (input) | case t of {z}y in S (decryption)
| [t =1t'] S (match) | case t of [t"]y in S (signature verification)
| S+S (sum) | SIS (parallel composition)
|  S\L (restriction) | S/0 (observation)

where L is a set and O is a partial mapping (both to be clarified in Section 3.2).
Whenever f is a generating function, we usually write let x = f(—) in S.
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In order to prevent name clashes for variables (e.g. to prevent the sum or
parallel composition of agents having free variables in common), we assume
that a variable is never used twice to define agents (renaming variables when
necessary). Given an agent S, we define its set of free variables, denoted by fv(.5),
as the set of variables x appearing in S which are not in the scope of an input
prefix ¢(x), a pair splitting let (z,y) =t in, a function call let = f(¢) in, or
a decryption case {t'}; of {x}: in; otherwise the variable x is said to be bound.
Given a free variable x € fv(S) and a term ¢, we consider the substitution
operator S[t/x] where every free occurrence of x in S is set to t. A closed agent
is an agent S such that fv(S) = 0.

A SPPA principal is a couple (S,id) where S is an agent and id € Z. The
purpose of this notation is to relate an SPPA agent .S and its sub-agents, to their
unique owner (principal) via its identifier ¢d. When no confusion is possible, we
often use A as a reference to the principal (Sa,id4) where S4 is the initial
agent of A i.e., the agent specifying the entire behaviour of the principal A
within the protocol. Moreover, we commonly make use of the identifier id4 as a
message containing its address, while we simply use A to refer to the principal’s
entity (i.e. the party involved with the protocol). For simplicity, given A; ::=
(S1,1d) and Ay := (52, id) (they must have the same identifier) we often write
[t = t']A; instead of ([t = ¢']S1, id), A1]|A2 instead of (51|52, id), A1+ Az instead
of (S1 + Sa,id), and so on.

In order to specify a security protocol in SPPA, we use the classic approach
[9, 20] of specifying the principals as concurrent agents. Given a principal A,
SPPA processes are constructed as follows:

P:= A (principal) | A| P (protocol)
| P\L (restriction) | P/O (observation).

where || is an associative and commutative operator forcing communication over
public channels.

A constrained process is an expression of the form (P, ¢) where P is a process
and ¢ is a formula designed to constrain the free variables occurring in P. Com-
monly, notation (P, ¢) stands for the pair (P, [¢]), where [¢] is the equivalence
class of ¢ under the relation € (see Section 2.2). Thus, if ¢ & ¢’ (i.e. formulas
¢ and ¢’ are equivalent and have the same free variables), then the constrained
processes (P, ¢) and (P, ¢') are considered to be the same.

Ezample 2. Consider the following one-step protocol

{natrg
—

Message 1: A B

in which principal A generates a fresh nonce n4 and sends to the principal B
this nonce encrypted with B’s public key kp. Principals A and B are specified,
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respectively, as the SPPA principals A ::= (Sa,id4) and B ::= (Sp, idp), where
idy is A’s identifier, idp is B’s identifier, and the initial agents S4 and Sp are
defined as follows:

Sa = 1let z1 = newNumber(—) in let z2 = enc(kp, 1) in ¢(z2).0
Sp i=c(y1). case y; of {y2}x, in O .

The protocol is then specified as the SPPA process P ::= A || B, in which
principals A and B can communicate over the public channel ¢. Since the process

P has no free variable, the protocol is then specified as the constrained process
(P, 1).

3.2 Symbolic Semantics

The value-passing operational semantics of an SPPA process is defined in Ap-
pendix B. Note that this value-passing semantics is only defined for closed pro-
cesses. Also note that, because of the value-passing semantics, the obtained tran-
sition graph could be infinite. In this section, we establish a symbolic operational
semantics for constrained processes, which correspond to finite labeled transition
graphs.

Given a term ¢, the actions of SPPA are defined as follows:

a ::=Cig(t) (output) | cia(z) (input)
| fia  (function call) | split,; (splitting)
| dec;q (decryption) | signv,, (signature verification)
| 6(t) (marker action) | T (silent action)

For instance, function call action enc;q, stands for principal A encrypting some
message a with some key k; output action ¢4, ({a}x) stands for principal A
sending message {a}y over the public channel ¢; and decryption action dec;q,
stands for principal A successfully decrypting some message {a}x. The silent
action 7 is used to express non-observable behaviours. We often use C' to denote
both the set of public channels and the set of output and input actions.

In value-passing process algebra, communication is commonly expressed by
replacing the matching output action and input action by the silent action 7.
However, this interpretation of communication causes a drastic loss of informa-
tion on the content of the exchanged values and the parties involved. Using a
marker action §(¢) instead of 7 in those situations helps to parry this problem.
Marker actions are therefore introduced in an attempt to establish an annotation
to the semantics of an SPPA process; they do not occur in the syntax of processes
and their specific semantics restricts their occurrence in order to tag communi-
cations between principals. A marker action has three parameters: a principal
identifier, a channel and a term (message). Roughly speaking, the occurrence of
an output marker %(a) stands for “the principal A has sent message a over
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the channel ¢”, and the occurrence of an input marker 05, (a) stands for “the
principal A has received message a over the channel ¢”.

We write Act to denote the set of all actions and we consider the set Acta
of actions that may be launched by the principal A, defined by:

Acta = {Cig, (1), cian(t), %(t), Sty eAct|ceCandteT}
U {fiaa | f € F} U {splityy,, decia,, signv,y, }

An observation criterion is a partial mapping O : Act* — Act which intends
to express equivalence between process behaviours. Two sequences of actions v,
and 7 are said to carry out the same observation o whenever 1,7, € O~ ().
Given a subset L C Act \ {7}, we consider the observation criterion O, defined

as follows:
1, JAct\L)* a (Act\L)* ifaelL
Op (@) = { (Act\ L)* if a =T

Only behaviours from the set L are observable through this observation criterion.
In particular, we have a natural observation criterion O 4.t ,uc, often denoted
by O4, describing the actions observable by a principal A.

The symbolic operational semantics for constrained processes is given in
Fig. 1 and Fig. 2. It is inspired by Hennessy-Lin’s symbolic operational seman-
tics [12] where boolean values guarding actions are replaced by formulas ¢
restricting free variables within the processes. Note that any transition
(P, ¢) = (P, ¢') is dismissed whenever either ¢ or ¢ is equivalent to 0.

Rules Output and Input allow principals to, respectively, send and receive
messages over public channels. Rules Function and Generator allow the exe-
cution of local function calls made by principals. Rule Split allows to extract
pairs. Rules Decryption and Signature-Verif allow to, respectively, recover
encrypted messages and verify signed messages. Rule Match allows the verifica-
tion of equality between two messages. Rules Sum and Parallel allow the spe-
cification of non-deterministic sum and parallel product of agents (with match-
ing identifier). Rules Protocol and Synchronisation allow the specification of
protocols, where the operator || is similar to a parallel product in which com-
munication between principals is achieved (and forced) through public channels.
Rules Sum, Parallel, Protocol and Synchronisation are assumed to be both
associative and commutative (i.e. P+ (Q + R) behaves as (P+ Q) + R, Q + P
behaves as P+ (@, and so on). Moreover, recall that constrained processes (P, ¢)
and (Q, ¥) must be defined with different variables, thus fv(¢)Nfv (1)) = . Rule
Restriction interprets P\ L as process P with the actions in L forbidden. In
the Restriction rule, we assume that formula ¢Z (which forbids instantiations
of a to be in L) is such that fv(¢%) = fv(a). Moreover, we need to restrict rule
Restriction to the sets L such that formula ¢Z is definable within our logic.
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Output

N0

(€(t).A, o) — (A, ¢)
Input P, (x)*

(c(z).4, ¢) — (A, (Fod) A M(x))
Function Foa fer

(let a=f(t) in A, ¢) — (A, (Fo¢) A ¢7(t) A a==f(1))
Generator ”ﬁg}wif

(let z=f(—) in A, ¢) — (A, (32®) N Pnew(x))
Split i

(Lot (,)=(t) in A, ¢) —" (A, (323y6) A v==t A y==t)
Decryption —

dec,',dA
(case t of {z}, in A, ¢) —— (A, (Fap) N K({t') A t=={z}y)

Signature-Verif -
s1g8nv; 4

(case t of [t''],/ in A, ¢) 54 (A, ¢ AK() A t==[t"]y)

Figure 1: Semantics of constrained processes.

Finally, rule Observation interprets the observation of a process through an ob-
servation criterion O, where the computation (P, ¢) 2, (P', ¢'), for a sequence
of actions v = qpag ...q, € Act®, stands for the finite string of transitions sat-
isfying

<P7 ¢> = <P1; ¢1> S A <P,7 ¢/>

Thus, P/Or, (where L is a set of actions) means P with the actions outside L
ignored (set to 7).

A constrained process (P’, ¢') is a derivative of (P, ¢) if there is a computa-
tion (P, ¢) SN (P', ¢') for some v € Act*. Hence, the set of (P, ¢)’s derivatives
is defined by

D((P, ¢)) = {{F', &) | 3react- (P, ¢) == (P', ¢')}.

The following theorem states that the transition graph associated to any
constrained process is always finite.

Theorem 2. For every constrained process (P, ¢), the set D({P, ¢)) is finite.

Proof of Theorem 2 is given in Appendix C.
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(A, ) — (A', ¢')

Match 3
([t=t"14, ¢) — (A’, ¥)
Tz (¢ A t==t")) A Y if a= cia(z), fia, split;y or dec;q
with ¢ == and ¢'::=(3.¢) A ¢’
¢ N t==t’ otherwise.
«@
Sum (P, &) — (P!, ¢/) and fv(¢)nfv(¥)=0
[e3
(P+Q, ¢ N yp) — (P, ¢’ N )
o ’ ’ _
parallel (P.¢) — (P', ¢/) _and t(¢)nfv(y)=0
(PIQ, ¢ A p) —= (P'[|Q, ¢’ N ¥)
Protocol (P, ¢) == (P, ¢), agC and  tv()nfv(y)=0
«
(PIQ, & A ¥) — (P'IIQ, ¢ A ¥)
calt) ., Car(x)
Synchronisation (P, ¢y —>(P', ¢"), (@, ¥) = (Q', ¢') and fv(¢)nfv(¥)=0
(1) Sqr (1)
(PIQ, ¢ A w) ~= (PlIQ, 1) = (P'Q; ¢2)
with @1 = ¢’ Ay and o = ¢ ANY Nz ==1.
o / ’
Restriction i ¢>a_> (P, ¢)
(P\L, ¢) — (P'\L, ¢/ A ¢&)
where ¢L is such that V, (o = ¢L iff o(a) € Act\ L).
Observation ~ (P@) == (P ¢) and o€ 07'(a)

(P/O, ¢) —— (P'/O, ¢')

Figure 2: Semantics of constrained processes.

Example 3. Consider the following SPPA processes:

A= c(x1). A1, Apu= c(x2).As and A = [z = x2] ¢(z1).41 .

The semantics of the constrained process (A4, 1) is illustrated in Fig. 3. Notice

that rule Match yields the transition

Cid y (1)

<A2, M(Z‘l)/\M(Jﬁg» — <A1, M(l‘l)/\M(Jﬁg)/\J)l == J)Q),
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Cid y (1)

but we write (A2, M(z1) A M(x2)) == (A1, 1 == x2) since
M(z1) AN M(z2) ANy == 29 & 1 == 1.

Thus (A1, M(xz1) AM(z2) A1 == x3) and (A1, 1 == x2) correspond to the
same constrained process. Similarly, the transition

Cid, (®1)

<A1, Ir1 == :L'g) — <A2, M(i[:l) N M((EQ))
follows from the Input rule and the fact that

(3;52 T, == J)Q)/\M(J?Q) <:V> M(J?l)/\./\/t(l‘g)

(A, 1) S9a) Ay M(aq)) 2942 (Ay, M(a1) A M(z2))
Eid,A(m)HcidA(m)

<A1, Tl == $2>

Figure 3: Symbolic Semantics of (A, 1).

Ezxample 4. Consider the following processes:
B = ¢(y2).B1, Bj:= let yz =enc(yi,y2) in Bo and Bs :=7¢(y3).0

where fv(B) = {y1}. The symbolic semantics of the constrained process
(B, M(y1)) is given in Fig. 4, where ¢ ::= K(y1) A M(y2) A yz == {y2}y,-

(B, M(y1)) 248 Y3 (B, M(y1) A M(ys)) 2598 (By, ¢) 63 (0, )

Figure 4: Symbolic Semantics of (B, M(y1)).

3.3 Symbolic Semantics vs Value-Passing Semantics

The relationship between the symbolic operational semantics of constrained pro-
cesses and the value-passing operational semantics of processes (see Appendix B)
is detailed in the following lemmas. Every sequence of transitions between SPPA
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processes can be unwound to a sequence of transitions between constrained pro-
cesses. Conversely, every transition between constrained processes can be inter-
preted as a set of transitions between processes.

For the remainder of this paper, we will discriminate between two types of
actions: actions Ca(t), 0¢,(t), 05,(t), signv,; and 7 (denoted by «), and actions
¢ia(x), fid, split;; and dec;q (denoted by (). From the symbolic operational
semantics, we see that an action § introduces a new variable z (or two, z and
y, in the case of action split,;), while an action « does not. In the following,
we will assume that, given an action §, x is always the introduced variable.
Moreover, for simplicity purposes, we will omit the case of action split,; which
introduces two variables and treat it as any other action (. It is easy to see
that this last assumption will not affect the results presented is this paper since
complete proofs can be obtained by adding special cases for action split;,.

Lemma3. Let P, P’ be SPPA processes, let o/ = Cg(t), 05,(t), 05,(t), signv,y
or T, for some term t such that fv(t) C {z1,...,z,}, and let 3 = c;q(x), fid,
split;; or dec;q.
— If Play/x1] ... [an/zn] = P'lay/z1]...[an/2n], for some ai,...,a, € M
(n>0) and o = '[ay/x1]. .. [an/Ty], then, for any formula ¢ < 0 such
that fv(¢) = {x1,...,x,}, we have

’

(P, ¢) == (P', &)
where ¢ is the formula given by the symbolic operational semantics (with

¢ # 0)

— If Play/x1] ... [an/xy) R P'la/x][a1/z1] ... [an/xy], for someay, ... an,a €
M (n > 0) and B = [B'[a/x], then, for any formula ¢ < O such that
tv(p) = {z1,...,zn}, we have

where ¢ is the formula given by the symbolic operational semantics (with

¢ < 0).

Lemmad. Let P, P’ be SPPA processes, let o' = Tq(t), 65,(t), 05,(t), signv,y
or T, for some term t such that fv(t) C {z1,...,z,}, and let 3 = c;q(x), fid,
split,; or dec;q.

— If (P, ¢) N (P!, @), with tv(¢) = tv(¢') = {z1,...,2,}, then, for every
valuation o such that o = ¢/,

Plo(z1)/x1] .- - [o(xn) /2n] == P'lo(a1)/z1] .. [o(z1)/7n]

where o = p(a).
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— I (P, ¢) L5 (P, ), with 8v(9) = {a1,...,@a} and fv(@') = fv(6) U {a},
then, for every valuation o such that o = ¢',

Plo(x1)/a1] ... [e(zn) /2a] - P'lo(z)/alo(@1)/21]. . [0(n) /2]
where = ().

Lemmab5. Let P, P’ be SPPA processes, let o/ = Tq(t), 05,(t), 05,(t), signvy

or T, for some term t such that fv(t) C {z1,...,zn}, and let 5 = c;a(x), fid,
split,y or deciq. Consider a,aq,...,a, € M, and let o = o/[a1/x1] ... [an/Zn)
and = ('[a/x].
= If Play/zi].. . [an /2] == P'lar/ai] . [an/z0] and | ¢lar/ai1] .. [an/@n],
then = ¢'[a1/x1] ... [an/xy,] whenever

- If Play/x1] ... [an/xy] 2, P'la/z][ar/z1] ... [an/xx] and
E dlar/x1] ... lan/zn], then = ¢'la/x]lar/x1] . .. [an/zn] whenever

(P, ¢) — (P, &).

The proofs of Lemma 3, Lemma 4 and Lemma 5 are given in Appendix D.

4 Bisimulation Equivalence for Constrained Processes

In this section, we extend Milner’s notion of strong bisimulation [16] to handle
constrained processes. But first, in order to bind the variables of the compared
constrained processes, we need to consider finite relations between their free
variables. Recall that whenever we compare two processes P and @, we always
assume that no variable has been used in both definitions.

4.1 Relations Between Variables

Consider the family R of all relation between finite subsets of variables, hence
R ={R| R CV; xV; for some finite sets V1, Vo C V}. A relation R € R is said
to be a full relation between Vi and Vo whenever Vyecy, Jyey, (z,y) € R and
Vyev, dwev, (z,y) € R (or R =0 if either V; = 0 or Vy = 0).

For any variable z € V and any relation R € R, we consider the relation
R[z] € R defined by R[z] = {(¢/,y') € R | ' # = and y’' # z}. Moreover, for
any z,y € V, we consider the relation R[(z,y)] € R defined by

R[(z,y)] = Rlz]ly] U {(z,y)}.
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The relation R[(z,y)] is therefore obtained from R by, first removing every
occurrence of x and y, and then adding (z,y).

A valuation p is said to be consistent with the relation R € R if o(z) = o(y)
whenever (z,y) € R. Given z,y € V, we define g[x/y| as the valuation obtained
from p by setting o[z/y](y) = o(z) (and elz/y](z) = o(z) otherwise). It is easy to
see that the valuation p[x/y] is consistent with the relation R[(z,y)] whenever
o is consistent with R[z].

4.2 Bisimulation

For the following definition, recall from Section 3.3 that, given an action § =
¢ida(x), fid, split;; or dec;q, we assume that x is always the variable introduced

by 5.

Definition 6. (Bisimulation) Let (P, ¢) and (@, ¥) be constrained processes
and let R € M be a full relation between fv(¢) and fv(v)). A bisimulation between
(P, ¢) and (Q, ®) with respect to R is a family of relations R = {R?¢},, for
every valuation p, where each relation R C D((P, ¢)) x D((Q, 1)) x R satisfies
the following conditions:

1. If o = ¢, 0 = ¢ and g is consistent with R, then ((P, ¢),(Q, ¥),R) € R¢;

2. Whenever ((P1, ¢1),(Q1, ¢1),R1) € R, for any action a = G;q(t), 6,(%),
%(t), signv,, or 7, and any action 8 = ¢;q(x), fid, split;; or dec;q, we have
— if (P1, ¢1) = (P2, ¢2) and ¢ |= ¢2, then (P2, ¢2),(Q2, ¥2), R1) € R?,

where Q2 and 1), are such that o = 2 and (Q1, ¥1) —— (Q2, 12), and
o/ is such that o/ = afy1/z1]. .. [yn/zn] for some (z;,vy;) € R1;

— if <Q17 ¢1> i) <Q27 ¢2> and o ': wQa then (<P25 ¢2>7 <Q2) /¢2>7R1) S
R where Py and ¢2 are such that o = ¢2 and (P, ¢1) SN (Ps, ¢2),
and o = afy1/x1] ... [yn/xs] for some (y;,z;) € Ri;

— i (P1, ¢1) <5 (Pa, ¢), then ((Py, 6a), (Qa, o), Ri(x,9)]) € RET/Y
for every valuation o' consistent with R;[x] such that ¢’ = ¢2, where Q2
and 19 are such that o'[z/y] E ¥ and (Q1, ¥1) £, (Q2, 19), and
B = Bly/l;

— 3 (Q1, 1) 5 (Qa, V), then ((Pa, é2), (Qa, o), Rul(w,y)]) € RE /Y

for every valuation o’ consistent with Ry[z] such that ¢’ = 19, where Py

and ¢ are such that o'[z/y] E ¢2 and (P1, ¢1) 2z, (P, ¢2), and
8= ply/xl.
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Two constrained processes (P, ¢) and (Q, ) are bisimilar if there exists a
bisimulation which relates (P, ¢) and (Q, ) with respect to some full relation
R between fv(¢) and fv(y). In that case, we write (P, ¢) ~ (Q, ¥).

Note that if R = {R?}, is a bisimulation, ¢ = ¢ and ¢ = v whenever
(P, ¢),{(Q, ), R) € Re. Moreover, g must be consistent with the relation R.

4.3 Equivalence of the Bisimulations

In the following theorem, we see that the bisimulation equivalence between SPPA
constrained processes, as defined above, corresponds to the strong bisimulation
equivalence between SPPA processes. Obviously, this result holds only when the
SPPA processes under comparison are compatible i.e., for processes without free
variables. (We say that an SPPA process P is closed whenever fv(P) = {).) First,
we define strong bisimulation between SPPA (value-passing) processes.

Definition 7. A bisimulation between closed processes P and @ is a relation
R C D(P) x D(Q) such that

- (Pa Q) S R7
— If (P,Q1) € R and P, -% P,, then (P,,Q2) € R, where Q5 is such that
Q1 — Q2;

— If (P,Q1) € R and Q; - Qo, then (P2,Q2) € R, where P, is such that
Pl i) P27

where « € Act is any (variable-free) action. We write P ~ @ whenever P and Q
are related by some bisimulation.

Theorem 8. Let P and Q be closed processes. Then, P ~ @Q if and only if
(P, 1) ~(Q, 1).

Proof. First, assume that P ~ ) and let R be a bisimulation between P and
Q. Consider the family of relations R' = {R'?},, where, given a valuation g, the
relation R'@ is defined as follows:

— for every (P/aQ/) € Ra (<P,7 1>a <Qla 1>7®) € R/g;

~ for every (P'[o(z1)/21] - [o(zn)/al, @0(1)/31] .- [0(ym)/ym]) € R, for
every formulas ¢ and ¢, with fv(¢) = {z1,...,z,} and fv(¢) = {y1,.. ., ym},
and for every relation R C fv(¢) x fo(y), ((P', ¢),(Q’, ¥), R) € R’ when-
ever p = ¢, o = ¢ and p is consistent with R.

In the following, we show that R’ = {R’?}, is a bisimulation between (P, 1)
and (@, 1) with respect to the empty relation (). To achieve this goal, we show
that each relation R’? fits the conditions from Definition 6.
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1. First, we see that ((P, 1),(Q, 1),0) € R'¢ (with ¢ =1 and g is consistent
with the empty relation ().

2. Let ((P1, ¢1),{Q1, ¥1),R) € R'®. First, we see that o E ¢1, 0 F
11 and p is consistent with R. Moreover, we may assume that fv(¢;) =

{z1,...,zn} and fv(¢1) = {y1,...,Ym}, with R C fv(¢1) x fv(¢1). Also,
we have (P{,Q}) € R, with P| := Pyi[o(x1)/x1]...[o(xn)/zn] and Qf ==
Qule(y)/y] - - [e(ym)/ym.

Assume that o = ¢ and (P;, ¢1) N (P2, ¢2) with o = Cg(t), 05,(t),
0%,(t), signv,, or 7. By Lemma 4,

/a /
Pl P2

where P} i:= Pylo(z1)/x1] ... [o(xn)/xs] and a = p(c’). Since (P}, Q}) € R,
there is a transition

Q@
such that (P3,Q5) € R, where Q) n= Q2o(y1)/y1]. .. [0(ym)/ym]. By
Lemma 3, there is a transition

"

(@1, Y1) == (Q2, Vo)

with o = a"[o(y1)/y1].. - [e(ym)/ym] and ¢ |= ¢z (by Lemma 5).
Moreover, since o 1is consistent with R, we may assume that

o ="y Jxa) -yl xn] with {y], .. uht = {v1, .. ym} and (z,y)) € R.
Therefore, since ¢ = ¢2, 0 = 12 and p is consistent with R, we see that
(P2, ¢2),{(Q2, ¥2),R) € R'®. The case where (Q1, ¥1) —— (Qa, o) is
similar.

Now assume that (Py, ¢1) 2, (Pa, ¢2), with 8 = c¢iq(x), fid, split;; or
dec;q, and let ¢’ be a valuation consistent with R[z] such that ¢’ = ¢2. By
Lemma 4,

P 2 P

where 8 = ¢(f') and Py == Pylo' (x)/z][0'(z1)/21] ... [0 (xn)/xy]. Since
(P{,Q") € R, there is a transition

8
Q — @

such that (P;,Q5) € R, where Q5 == Q2[¢'(x)/ylld'(y1) /1] - - - [0'(ym) /ym]
for some y. By Lemma 3, there is a transition

(@1, 61) 5 (Qs, 1)

with § = §"[¢()/y] = &' (8") and ¢'fu/3] = % (by Lemma 5). Moreover,
since ¢’ is consistent with R[x], we may assume that 8 = 3" [y/z]. Therefore,
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since o' [x/y] E ¢2, o'[x/y] E ¥2 and o'[x/y] is consistent with R[(x,y)],
we see that ((Pa, ¢2),(Qa2, ¥2), R[(z,y)]) € R€#/v]. The case where

(Q1, 1) £, (Qa, 12) is similar.

Conversely, assume that (P, 1) ~ (Q, 1) and let R = {R?} be a bisimulation
between (P, 1) and (Q, 1) with respect to (. Consider the relation R’ C
D(P) x D(Q) defined as follows:

- If ((P', 1), (@', 1), B) € R for some g, then (P',Q’') € R/;

- If (P, ¢), (@, ¢¥), R) € R for some p, then

(P'lo(x1)/x1] ... [o(z1)/2n], Q'lo(yr)/m]. - [0(ym)/ym]) € R’

where fv(¢) = {z1,...,z,} and fv(¢) = {y1,. .., ym}-

In the following, we show that R’ is a bisimulation between P and Q.

1. First, we see that (P,Q) € R’ since ((P, 1), (Q, 1),0) € Re. for any
valuation g.

2. Let P} == Pifa1/z1]...[an/zn] and Q) = Q1[b1/y1] - - . [bm/ym], for some
a;,b; € M, be such that (P/,Q}) € R’. By the definition of R’, there is a
valuation g, with o(z;) = a; and o(y;) = bj, such that ((P1, ¢1), (@1, ¥1), R)
€ R with tv(¢1) = {z1,...,z,} and v(¢1) = {y1,...,Ym}. Moreover, we
have o = ¢1, 0 = 11 and p is consistent with R.

Let o =2(t), 65,(t), 65,(t), signv,, or 7, and assume that P{ — P} where

a=d[o(x1)/x1] ... [o(xn)/Tn] = o(a) and Pj ::= Pyo(x1)/x1] ... [0(xn)/Zn]-
By Lemma 3 and since fv(¢1) = {x1,...,2,}, we have

(P1, $1) <5 (Py, &)

with ¢ = ¢2 (by Lemma 5). But since ((Py, ¢1), (Q1, 1), R) € R, there

is a transition

(Q1, ¥1) 25 (Qa, o)

for o/ = alyy/z1] ...y, /zn] with {y, ..., 95} = {v1,-. ., ym} and (x;,y})) €
R, such that ((P2, ¢2),(Q2, 12),R) € R? and o | ¥9. Also, since g is
consistent with R, we have g(a”) = g(a’) = a. Therefore, by Lemma 4 and
since ¢ = 12, we have
Q1 — Q)

where Q4 == Q2lo(y1)/v1]--.[0(ym)/ym]. Moreover, since fv(p2) =
tv(d1) = {z1,...,zn} and fv(ve) = v(¥1) = {y1,...,Ym}, and since
((Py, ¢2),(Q2, ¥2),R) € R we see from the definition of R’ that
(P5, Q%) € R'. The case where Q) — Q) is similar.



Lafrance S:: Symbolic Approach to the Analysis of Security Protocols 1175

Now assume that P| LR P} where 8 = f'[a/x] for some ' = c;iq(x), fid,
split;; or deciq, and Py == Pala/x][o(x1)/21] ... [o(xn)/xn]. Consider the
valuation ¢’ defined as follows:

od(x)=a and ' (z)= o(z) otherwise.

Since g is consistent with R, then ¢’ is consistent with R[z] and 8 = o' ().
Furthermore, we see that Py = P[0’ (z)/z][0 (z1)/z1] ... [0 (zn)/xn]. By
Lemma 3, and since fv(¢1) = {x1,...,2,}, we have

(P1, 61) 5 (Pa, 60)

with ¢’ E ¢2 (by Lemma 5). But since ((P1, ¢1), (Q1, ¥1), R) € R,

there is a transition

(Q1, 1) 25 (Qa, )

for 8 = Bly/x], such that (P2, ¢2),(Q2, ¥2), Rl(z,y)]) € R¥F/Y) and
o'[x/y] = 2. Also, since ¢ is consistent with R[x], therefore ¢’ is consistent

with R[(z,y)], we have o'[z/y](8") = ¢'[z/y](8") = 8. Put ¢" = ¢'[z/y]. By
Lemma 4 and since ¢” |= 2, we have

8
Q — @

where Q5 = Q20" (y)/ylle"(y1)/y1]- .- [0" (Ym)/ym] with o"(y) = a,
o' (y1) = o)y, 0" (ym) = 0(ym). Moreover, since fv(¢2) = fv(¢1) U
{z} ={x1,...,2n, 2} and fv(v2) = tv(v1) U{y} = {1, .-, Ym,y}, and since
((Pa, ¢2),(Q2, o), R[(z,y)]) € R, we see from the definition of R’ that

(P}, Q%) € R'. The case where Q] 2, Q% is similar. O

5 Symbolic Bisimulation: A Proof Method for Bisimulation

In this section, we introduce a symbolic bisimulation relation for constrained
processes which can be constructed within a finite number of steps. We also show
that this symbolic bisimulation relation is equivalent to the bisimulation relation
introduced in Definition 6. Our symbolic bisimulation may therefore serve as
a sound and complete finite proof method for the bisimulation of constrained
processes.

5.1 Equivalence Relation over Valuations

For the following, we consider two constrained processes (P, ¢) and (@, ¢). We
also consider the following sets:

{¢" | (P!, ¢') € D((P, ¢)) for some P’} = {¢1,...,0m},
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{wl | <Q/, 1b/> € D({Q, 1)) for some Q'} ={Y1,...,vm },
U tv(¢;) = {z1,...2n} and | () = {y1,...ow}-

1<j<m 1<j<m/’
Such sets of formulas and variables are finite (up to formula equivalence) since
the sets D((P, ¢)) and D((Q, v)) are finite by Theorem 2. Now consider the
equivalence relation over valuations defined as follows: o = ¢ if

—forevery 1<i<m, oE¢; i o E¢;
—forevery 1<i<m/, okEv; iff o E;
— for every z,2" € {z1,..., 20} U{¥1,- ., Yn'},

o(z) = o(2') iff o'(z) = d'(2)).

Also consider the equivalence class (with respect to (P, ¢) and (Q, v)) of a
valuation ¢ defined as follows:

lol = {d' | ¢ =0}
Lemma9. Let o and o' be valuations such that o = ¢'.
1. For any relation R C {x1,...,zn} X {y1,- -, Yn' },

0 1s consistent with R if and only if o is consistent with R.

2. For any z,y € {z1,...,ent U{y1, -, yUn' },
olz/y] = d'[x/y] and oly/x] = o'ly/x].

The proof of Lemma 9 is straightforward from the definition of the equiva-
lence relation =.

Lemma 10. There are finitely many equivalence classes [o] i.e., the set
{[e] | o is a valuation} is finite.

Proof. Follows from the fact that the sets {¢' | (P’, ¢') € D((P, ¢)) for some
P’} and {¢' | (Q', ¥') € D({Q, 1)) for some Q'} are finite (up to formula
equivalence). Therefore, using the notation established above, we see that

— there are at most 2™ equivalence classes for the relation:
Vicicm oFE ¢ iff o = ¢
— there are at most 2™ equivalence classes for the relation:
Vicicm oEv; M o Ey
— there are at most 27’ equivalence classes for the relation:
VezreloreaUyn, ) 0(2) = 0(2) i 0'(2) = o' (2)).

Hence, there are at most 2™ +(+7)? gyivalence classes [e].- O
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5.2 Symbolic Bisimulation

Definition 11. (Symbolic Bisimulation) Let (P, ¢) and (Q, ) be con-
strained processes and let R € R be a full relation between fv(¢) and fv(1)).
A symbolic bisimulation between (P, ¢) and (Q, v) with respect to R is a finite
family R = {RI},, for every valuation g, where each relation RI¢l satisfies the
following conditions:

1. If o = ¢, 0 |= % and g is consistent with R, then ((P, ¢), (Q, 1), R) € R,

2. Whenever ((P1, ¢1), (Q1, ¥1), R1) € R for any action a = Eq(t),
05, (1), %(t), signv;,; or 7, and any action 8 = c¢;q(x), fid, split;; or deciq,
we have

— if (P1, ¢1) == (Py, ¢2) and ¢ |= ¢, then ((Py, ¢2),(Q2, ¥2), R1) €

Rl where Qo and 15 are such that o = v and (Q1, 1) o, (Q2, P2),
and o = afy1/x1] ... [yn/xn] for some (z;,y;) € Ry;

— if <Q17 ¢1> i) <Q27 ¢2> and o ': wQa then (<P25 ¢2>7 <Q2) ¢2>7R1) S
Rl where P; and ¢=2 are such that o = ¢ and (P, ¢1) AN (Py, ¢2),
and o = afy1/x1] ... [yn/xs] for some (y;,z;) € Ry;

— it (P, 1) 2 (Pa, d2), then (P2, é2), (Qa, ¥), Ral(z,y)]) € RI/v]
for every valuation o' consistent with R;|[x] such that ¢’ = ¢, where Q-
and 1 are such that o'[z/y] E ¥2 and (Q1, ¥1) 2, (Q2, 2), and
B = Bly/xl;

—AE(Q1, 1) <5 (Qa, 1), then ((Py, ¢a), (Qa, 1a), Ra[(x, y)]) € RIel=/v]

for every valuation o’ consistent with Ry[z] such that o' = 12, where Py
and ¢ are such that o'[z/y] E ¢2 and (P, ¢1) N (Po, ¢2), and
B = Bly/x].

We write (P, ¢) ~ (Q, ¥) whenever there exists a symbolic bisimulation which

relates (P, ¢) and (Q, ¥) with respect to some full relation R between fv(¢)
and fv(1).

The following theorem states that symbolic bisimulation is a sound and com-
plete proof method for verifying bisimilarity between constrained processes.

Theorem 12. (P, ¢) ~ (Q, ¥) if and only if (P, ¢) ~ (Q, V).

Proof. First, assume that (P, ¢) ~ (Q, ¥), and let R = {R?}, be a bisimu-
lation with respect to some full relation R between fv(¢) and fv(y). For every
equivalence class [g], consider the relation

Rl — U R .

o'€lel
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Hence R¢ C Rl for every o. Then it is enough to show that the (finite)
family R’ = {R'I¢l}, is a symbolic bisimulation with respect to R, therefore
(P, ¢) ~¢ (Q, ¥). Indeed, given an equivalence class [g], we see that the R'I¢]
satisfies every conditions from Definition 11.

1. If o E ¢, 0 E 9, and g is consistent with R, then ((P, ¢),(Q, %), R) € R®,
thus (P, ¢),(Q, ¥),R) € Rl

2. Assume ((P1, ¢1),{Q1, ¥1),R1) € Rl with o E ¢1 and ¢ = 1. Then
we have (P, ¢1),(Q1, 11),R1) € RY, for some ¢/ = g, with ¢/ = ¢,
and ¢ |= 1. Therefore, if (P1, ¢1) —— (P, ¢2) for a = @a(t), 65,(1),
%(t), signv,; or 7, and g = ¢9, thus ¢ = ¢2, then there is a transition
(Q1, V1) == (Q2, 1), for some o/ = a[yl/xll][yn/a:n] with (x;,y;) €
Ry, such that ((Pa, ¢2),(Q2, v¥2),R1) € R? and ¢ | 9. Therefore
(P2, ¢2),(Q2, ¥2),R1) € RIT = Rl and o E 9. The case where
(Q1, ¥1) - (Q2, 1o) is similar.

Now assume that (Py, ¢1) A, (Py, ¢2), for B = ciq(x), fia, split,; or dec;q,
and let p; be a valuation consistent with Rj[x] and such that o1 | ¢2.
There is a transition (Q1, 1) N (Q2, 1), for some 3 = fly/x], such
that ((Pa, é2),(Qa, 1), Ri[(z,v)]) € R [*/¥ and o1[z/y] = 1. Moreover,
since R 1#/v] C Rlotls/vll we see that ((Py, é2),(Qa, o), Ri[(z,v)]) €
Rlerl=/vll, The case where (Q1, 1) N (Q2, ) is similar.

Conversely, assume that (P, ¢) ~ (Q, 9), and let R = {RIl}, be a sym-
bolic bisimulation with respect to some full relation R between fv(¢) and fv ().
Consider the family R’ = {R?}, where R? = RIel. We see that R’ is a bisimu-
lation with respect to R, thus (P, ¢) ~ (@, ). Indeed, given a valuation g, we
show that the relation R¢ = Rl satisfies the conditions from Definition 6.

1. If o = b, 0 = 1, and g is consistent with R, then ((P, ¢),(Q, ), R) € Rl
thus ((P, ¢),(Q, ¥), R) € Re.

2. Assume ((P1, é1),{(Q1, ¥1),R1) € R? with ¢ = ¢; and ¢ = 9. Then, we
have ((P1, ¢1),(Q1, ¢1), R1) € Rl Therefore, if (P1, ¢1) —— (P2, ¢2)

for a = Tq(t), 65,(t), 05,(t), signv,; or 7, and o |= ¢2, then there is a
transition (Q1, ¥1) <, (Q2, ), for some o = afy1/z1]. .. [yn/zn] With
(zi,vi) € Ry, such that ((P2, ¢2),(Q2, ¥2), Ry) € Rlel and o |= 1)5. There-
fore (P2, ¢2),(Q2, ¥2), R1) € R?. The case where (Q1, 11) —— (Q2, ¥2)
is similar.

Now assume that (Py, ¢1) A, (Py, ¢2), for B = ciq(x), fia, split,; or dec;q,
and let p; be a valuation consistent with R[x] and such that g1 = ¢2. There-
fore, there is a transition (Q1, 1) LN (Q2, ), for some B’ = B[y/x], such
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that ((Py, ¢2), (Q2, ¥2), Ri[(z,y)]) € RI&E/M and o,[z/y] |= 2. More-
over, since R [*/¥] = Rleile/vll we have (P2, ¢2),(Qa, 12), Ri[(z,y)]) €

Re11#/¥]l The case where (Q1, 1) A, (Q2, o) is similar. O

Theorem 12 allows us to construct bisimulation between constrained pro-
cesses using only finitely many valuations (one from each equivalence class [o]).
Therefore, it gives us a finite proof method for verifying bisimilarity between
any two constrained processes.

5.3 An Example

Example 5. Consider processes A and B defined as follows:
A= c(x1).A", A i=c(x3).A and B:= c(y).B

with id4 = idp = id. The symbolic semantics of (4, 1) and (B, 1) are given in
Fig. 5. We show that the constrained processes (A, 1) and (B, 1) are bisimilar.
From Theorem 12, it is enough to construct a symbolic bisimulation between
(A, 1) and (B, 1) with respect to the empty relation R = §).

(A, 1) SaCO (A M(xy)) S92 (A M) A M)
Cid(xl)HCid(l’z)
(A", M(z1) A M(z2))

cia(y)

(B, 1) 24 (B, M(y))
Figure 5: Symbolic Semantics of (A, 1) and (B, 1).

First we consider the sets of formulas occurring in D((4, ¢)) and D((B, ¥)):
{la M(l'l), M($1) A M(x2)} and {17 M(y)}

Thus, we only need to consider sets of variables {z1,z2} and {y}. Since these
formulas are satisfied by every valuation, there are five equivalence classes with
respect to =, namely those that cover all the possibilities of the variables having
identical values (resp. different values):
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/

[oi] ={o" | o'(z1) # o' (22), o' (z1) # 0'(y) and ¢'(22) # 0'(y)},
lo2] = {0 | o'(z1) = o' (22) and o' (21) # ' (y)},

[os] ={¢' | o'(x1) = 0'(y) and o' (21) # o' (22)},

loa] ={d"| d'(z1) # ' (x2) and ¢'(z2) = 0'(y)}, and

los] = {0 | o'(z1) = o' (z2) = ' (y)}-

Note that we have [o;[x1/y]] = [oily/z1]] =
loily/z1]] = [os] for i = 2,4,5, [oi[z2/y]] = [e:
[oilz2/y]l = loily/x2]] = [os] for i = 2,3,5.
For each equivalence class [o;], the steps for constructing the relation Rleil
are illustrated in Fig. 6. Thus, for each class [o;], we need go to through the

/

los] for i = 1,3, [oi[z1/y]] =
[y/z2]] = [o4] for i = 1,4, and

Rleil Rlez1
(D4, 1)[D((B, 1))[R| P4, 1)|D(B, 1))[R|
[ (4 1) [ (B, 1) [0] ({4 1) [ (B, 1) [0]
go to relations RI%! and RI%] go to relations RIesl and RIesl
R[[Qs]]
| D({4, 1)) | DB, 1)[ R |
{4, 1) (B, 1)) 0

(A, M(z1)) (B, M(y){(z1,9)}
(A", M(21) A M(22))[(B, M(y)|{(z1,9)}
go to relation RI2I and Rlesl
’R[[.94ﬂ
| D(4 1) [D((B, 1)] R |

(4, 1) (B, 1)) 0
(A, M(z1) AN M(22))|(B, M(y))[{(22,9)}
go to relations Rl and RIe]

’R[[I.)s]]
| D((4, 1)) [D(B, 1)) R |
(4, 1) (B, 1)) 0
(A, M(21)) (B, M(y))|{(21,9)}
(A, M(a1) A M(z2)) (B, M(y))[{(22,9)}
(A", M(21) A M(22))[(B, M(y)){(z1,9)}
(A, M(a1) A M(x2)) |(B, M(y))|{(z2,9)}
halt: already processed (success)

Figure 6: Symbolic Bisimulation of (A, 1) and (B, 1).

conditions imposed by Definition 11 and determine which pairs of derivatives
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from the set D((A, 1)) x D((B, 1)) belong to RI?1 along with their finite
relation R.

— For the class [o1], first we add ({4, 1), (B, 1),0) to Rle1l. Then, since the
constrained process (4, 1) can execute the input action ¢;4(z1), we need to
verify whether (B, 1) can simulate this input action with its own c¢;q(y),
where x7 is mapped to y. But since both g3 and g5 are consistent with
the relation {(z1,y)}, we need to add ((4’, M(x1)),(B, M(y)),{(z1,v)})
to both RIe] and RIel. Similarly, simulating the input action cida(y) from
(B, 1) by the input action ¢;q(x1) from (A, 1) requires the same additions
on RIesl and RIes1,

— For the class [o2], first we add ({4, 1), (B, 1),0) to Rlezl. As for the class
[o1], we then need to add ((A’, M(z1)), (B, M(y)),{(x1,y)}) to both Rles]
(already added) and RIe] (already added).

— For the class [o3], first we add ((A, 1),(B, 1),0) to Rles]. As above, we
also need to add ((A’, M(z1)), (B, M(y)), {(x1,v)}) to both Rle] (already
added) and RIeI  (already added). The addition of the tuplet
(A, M(x1)),(B, M()),{(z1,y)}) to Rles] (imposed by the other rela-
tions) requires the bisimulation of the input action ¢;q(x2) form (A, M(z1))
by the input action ¢;q(y) (B, M(y)), through the relation {(z2,y)}. Hence,
since the valuations g4 and g5 are consistent with the relation {(z2,y)}, we
need to add ((4, M(z1) AM(zz)), (B, M(y)),{(x2,9)}) to both RIesl and
Rlesl. Moreover, the addition of ((4’, M(z1)AM (22)), (B, M(y)),{(z1,v)})
to Rlesl (imposed by the relation R[[94]]) requires the bisimulation of the in-
put action c¢;q(z2) from (A’, M(z1) A M(z2)) by the input action c;q(y)
from (B, M(y)), through the relation {(z2,y)}. Hence, we need to add
(A, M(z1) A M(x2)), (B, M(y)),{(z2,%)}) to both RIes] (already added)
and RIe] (already added).

— For the class [o4], first we add ((A, 1), (B, 1),0) to Rles]. As above, we
then need to add ((A’, M(z1)), (B, M(y)),{(x1,y)}) to both Rl (already
added) and RIe] (already added). The addition of the tuplet ((A, M(z) A
M(z2)), (B, M(y)),{(x2,)}) to Rl (imposed by the relation RIeI) re-
quires the bisimulation of the input action ¢;q4(x1) from (4, M(z1) AM(x2))
by the input action ¢;4(y) from (B, M(y)), through the relation {(z1,y)}.
Hence, since p3 and g5 are consistent with the relation {(x1,y)}, we need to
add ((4’, M(x1) A M(x2)), (B, M(¥)),{(x1,9)}) to both Rlesl and Rles].

— For the class [os], first we add ((A, 1),(B, 1),0) to RIes]. As above, we
then need to add ((A’, M(z1)), (B, M(y)),{(x1,v)}) to both RIes] (already
added) and RI%] (already added). This last additon to RIeI requires to
show the bisimulation of the input action ¢;q(z2) from (A’, M(zx1)) by the
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input action ¢;4(y) from (B, M(y)), through the relation {(z2,y)}. Since
the valuations g4 and g5 are consistent with the relation {(z2,y)}, we need
to add ((A, M(z1) A M(22)), (B, M(y)),{(x2,9)}) to both Rlesl (already
added) and Rl (already added). This last addition to RII then leads
us to look at constrained processes (A, M(z1) A M(z2)) and (B, M(y)),
hence their respective input actions ¢;q(x1) and ¢;4(y) through the relation
{(z1,y)}. But since g3 and g5 are consistent with the relation {(x1,y)}, we
need to add the tuplet ((A', M(z1) AM(z2)), (B, M(y)),{(z1,y)} to both
Rlesl (already added) and RI%] (already added).

The algorithm halts (with success) when every triplet ((P, ¢),(Q, ¥), R) has
been processed, without any contradiction, for every relation RI¢ such that o
is consistent with R. In our example, the construction of the bisimulation halts
since every triplet has been added whenever is was required. Therefore, we obtain

5
the symbolic bisimulation R = U{R[[Q"']]} where

Rlel :{ (<A7 1>a<Ba 1>7®) }
Rlel :{ (<Av 1>a<Ba 1>7®) }
Rlesl ={ ((4, 1),(B, 1>7®)a (A", M(21)),(B, M(y)),{(z1,9)}),
(A, M(z1) A M(z2)), (B, M(y)),{(z1,9)}) }
Rlesd = {1 ((4, 1),(B, 1),0), (A, M(z1) A M(x2)), (B, M(y), {(22,9)}) }
Rles] ={ ((4, 1),(B, 1>7®)a (A", M(21)),(B, M(y)),{(z1,9)}),
(A, M(z1) A M(z2)), (B, M(y)),{(z2,9)}),
((A, M(z1) A M(z2)), (B, M(y)), {(z1,9)}) }-

6 Security Protocols Analysis

In this section, we give a quick overview on how to use the symbolic framework
introduced in this paper to analyse security protocols. First, we show how to
specify a protocol using the concept of constrained process, and, secondly, we
show how to specify security properties using equivalence-checking methods.

6.1 Protocol Specification

Process algebra SPPA along with the notion of constrained process offer a useful
framework for the specification of security protocols, including cryptographic
protocols. Starting from a protocol P written in a notation a la Alice and Bob,
the main idea behind our specification approach is to specify each principal
involved in P as disjoint constrained processes. For instance, a principal A is
specified as the constrained process (A, ¢4), where A ::= (S4a,ida), Sa is the
initial SPPA agent of A, and ¢4 is a formula characterising the principal’s initial
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knowledge (specified as free variables within S4). Note that a principal’s initial
knowledge (e.g. its private keys and the keys of other principals) are commonly
implicitly specified within the initial agent S4 as specific messages m € M or
keys k € K. Thus, an initial agent S, is generally closed (i.e. fv(S4) = 0) and,
in that case, we have ¢4 ::= 1. However, our symbolic framework also allows for
the specification of these initial knowledge as symbolic values (i.e. free variables).
For instance, if fv(S4) = {z} and z stands for A’s private key in S4, then we
put ¢a = K(x).

Given specifications of the protocol’s principals, let say (A4, ¢4), (B, ¢5) and
(S, ¢g), then the whole protocol is specified as the constrained process (P, ¢p)
with P = A || B || S and ¢p := ¢4 A B A ¢s.

The intruders, namely the principals attacking the security protocols, are
specified similarly as the other principals. Hence, an intruder is specified as
a constrained process (E, ¢g), commonly called enemy process, where E ::=
(Sg,idg), Sg is the initial SPPA agent of E (i.e. the SPPA agent specifying
the intruder’s attack) and ¢g is a formula characterising the intruder’s initial
knowledge (as above). From this notation, the protocol P being attacked by the
enemy process E is then specified as the constrained process (Pg, ¢p,) with
Pg =P H FE and ¢PE n=¢p A PE.

6.2 Equivalence-Checking

We achieve security protocols analysis through a verification method called
equivalence-checking. The main idea is to verify whether the protocol always acts
correctly within an hostile environment. Roughly speaking, given a protocol P,
we need to verify if the protocol being attacked, specified as the constrained
process (Pg, ¢p,), is equivalent to the protocol not being attacked, specified
as the constrained process (P, ¢p). The equivalence relation used to compared
the two constrained processes is a relation based on bisimulation (Definition 6),
called O-bisimulation.

The concept of O-bisimulation [19], called O-congruence by Boudol [5], cap-
tures the notion of behavioural indistinguishability through an observation cri-
terion O. Given an observation criterion O, we say that the constrained process
(P, ¢) is O-bisimilar to the constrained process (Q, ) whenever (P/O, ¢) ~
(Q/O, ). In that case, we write P ~¢» Q.

From the concept of O-bisimulation, security properties are captured through
different interpretations of an information flow property called bisimulation-based
non-deterministic admissible interference (BNAI) [19]. In the following, we offer
a quick overview of previously defined security property based on BNAI (see
respective reference for further details).

Confidentiality [19]. Protocol (P, ¢p) preserves the confidentiality if, for
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every enemy process I,

Y(Q. vyep(Pe, ¢py)) R\ V) ~o, (Q\(I' U Actsecret), )

where Op = Oact, (see Section 3.2 for notation), Actsecret 1S the set of
actions containing a secret message, and I is a set of downgrading actions
containing every encrypting action, hashing action and signing action (hence
the actions causing admissible declassification of information). This confiden-
tiality property requires that no intruder can discriminate, in an inadmissible
way, the protocol’s behaviour and the behaviour of the protocol exchanging
no confidential information.

Authenticity [19]. Protocol (P, ¢p) preserves the authenticity if, for every
enemy process F,

Vi@, v)eD((Pr, dpy)) @\, V) =00 (Q\Acp, ¥)

where Oauth = Odctoy,, the set Actauen € Act contains actions describ-
ing critical states of a process (i.e. the actions that should not occur when
the protocol is being attacked), and I' C Actg is a set of admissible at-
tacks containing intruder’s actions corresponding to harmless interference
(e.g. intruder receiving an invitation for a protocol run or initiating an hon-
est protocol run). This authenticity property requires that no intruder can

interfere in an inadmissible way with the protocol.

Denial of Service [14]. Protocol P is robust against denial of service if, for
every enemy process E,

V@, »)eD((Pr, dpy)) (NI ¥) 0., (@\Acte, ¥)

where Ocostly = OActooen,» Acteostly i the set of costly actions (i.e. actions
requiring large amounts of resources and which could lead to resource ex-
haustion for some principal), and I" C Actg is a set of admissible attacks
(defined similarly as above). This denial of service property requires no causal
dependency between enemy behaviours and costly actions (hence, potentially
exhausting actions) of other principals.

7 Future Work and Related Work

This paper presents a symbolic framework for the analysis of security proto-
cols. It is based on a message algebra that handles cryptographic primitives
and a logic over this message algebra. The notion of constrained processes is
then introduced as a value-passing process paired with a formula. Processes are
defined through SPPA, a process algebra which allows for the specification of
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local function calls as visible actions. SPPA also gives, through marker actions,
a clearer view of communication between principals. Generating functions for
random numbers, fresh nonces and fresh keys, are introduced into SPPA’s syn-
tax in order to specify intruders generating fake addresses and fake messages.
From SPPA symbolic semantics for constrained processes, we then establish a
bisimulation equivalence. Apart from introducing a new symbolic approach, the
major results of this paper are the decidability of every formula in our logic
(Theorem 1), the finiteness of the symbolic operational semantics of any con-
strained process (Theorem 2), and the fact that the bisimulation equivalence
between constrained processes corresponds to Milner’s strong bisimulation be-
tween value-passing processes (Theorem 8). Another main result of this paper
is a sound and complete proof method, called symbolic bisimulation, to check
bisimilarity between constrained processes.

The main difference between our approach and Hennessy-Lin’s [12] is the
symbolic transition graph: in our symbolic transition graph (symbolic seman-
tics), we assign to each state (process) a formula giving a precise description of
the free variables involved in the process; Hennessy-Lin’s symbolic framework
requires considering the formula built from some path leading to a given state
(process). Our symbolic framework was developed with security analysis in mind
— it is then essential to have an accurate description of the symbolic values at
a given state in order to properly analyse a security protocol in a computer
system. Indeed, security protocol analysis often requires checking the effect of
random values (e.g. nonces, fresh keys or fake messages) on certain principals
of the protocol. In this context, our notion of constrained process allows us to
explicitly view which such random value could lead, at a certain point of the pro-
tocol, to either a confidentiality leak or a masquerade (authentication attack).
For instance, in denial of service analysis, we commonly need to verify whether a
fake message sent by an intruder can cause the execution of a function requiring
a large amount of resources (e.g. decryption or signature verification). In that
case, one strategy based on constrained processes would be to verify, for every
process following such costly action, the restriction imposed by the formula to
the variable representing the fake message: if every fake message satisfies the
formula, then we should conclude that the protocol can not detect fake protocol
runs. If only few fake messages satisfy the formula, then we should conclude that
the protocol is safe since most fake protocol runs initiated by an intruder will
have been detected previously. A similar method, based on SPPA; for detecting
denial of service vulnerabilities was introduced in a previous paper [14].

Other significant symbolic methods applied to security protocols were pro-
posed by Boreale [3] and Fiore & Abadi [8]. Starting from a process algebra simi-
lar to spi-calculus, Boreale introduces a symbolic operational semantics based on
unification. Boreale then gives a method carrying out trace analysis directly on
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the symbolic model. Also starting from a process algebra similar to spi-calculus,

Fiore & Abadi propose a decision procedure for knowledge checking and a sym-
bolic procedure for knowledge analysis. In future work, we plan to establish
more complete relationships between these methods and ours. This task would

require introducing constrained processes containing m-calculus and spi-calculus

processes, and establishing a symbolic semantics for such constrained processes.
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A Decidability of Formulas

A formula ¢ is decidable whenever there is a finite algorithm allowing to verify,
for every valuation g, whether o = ¢. But since ¢ = ¢ is equivalent to = o(¢),
and o(¢) is a closed formula, we see that, in order to prove the decidability of
every formula from our logic, it is enough to show that every closed formula ¢ is
decidable i.e., to give an algorithm deciding whether |= ¢. The first step toward
proving this result consists in showing that every closed formula is equivalent to
a quantifier-free (closed) formula.

Given a formula ¢ ::= (3, ¢1) A ¢2 and a variable y that does not occur in
¢2, it is easily seen that ¢ is equivalent to the formula 3, (¢1]y/z] A ¢2). Hence,
we may assume that a closed formula ¢ is always given in its normal form i.e.,

Gu= gy oo Ta, (DLA A D)

where the ¢; are either predicates (¢; = K(t), Z(t), N(t) or M(t)) or equations
(pi = (t == t')) with fv(¢),tv(¢') C {z1,...,2,}. (We assume that formu-
las 1 and O coincide with their normal form.) Moreover, from the definition of
E (a == b) given in Section 2.2, we see that every equation t == t’ is equivalent
to a finite conjunction of irreducible equations x == t”. Thus, we may assume
that ¢ := 3, ...34, (P1A...Ady) where the sub-formulas ¢; are either predi-
cates or equations r ==t (with = € {x1,...,z,} and fv(¢) C {z1,...,2,}). For
the following, we consider the family of closed formulas:

F ={F3z, - Fa, 1A .. ADm) | ¢ =K(t) or ¢; =Z(¢) or ¢; = N (1)
or ¢p; = M(t) or ¢; = (x ==1), for some n,m € IN,
for some © € {z1,...,z,} and for some t such that fv(t) C {x1,...,2,}}
U {o0,1}.

Therefore, given a closed formula ¢, we may always assume that ¢ € F; other-
wise, an equivalent formula ¢’ € F can be easily constructed from ¢ following
the steps above.
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Given a formula ¢ € F, we can construct an equivalent quantifier-free formula
as follows. We proceed by induction on the number of existential quantifiers in
¢. The case where ¢ has no quantifiers is trivial.

Let n > 0 and assume that every formula in F with at most n existential
quantifiers is equivalent to some quantifier-free formula in F. Now consider some
formula ¢ € F, where

(b u= Hxﬂxlﬂxﬂ (¢1A¢2A...A¢m).

First assume that one of the ¢; = (x == t) (let say ¢« = 1). If ¢ = z (i.e.
¢1 = (r == x)), then we may drop ¢, and assume that ¢ == 3,35, ... 3z, (P2A
... A\ ¢m). Otherwise, if © occurs in ¢, then ¢ is equivalent to 0, hence = ¢, since
we do not allow infinite messages. If  does not occur in ¢, then we see that ¢ is
equivalent to the formula

Joy -~ Fa, (D2[t/2] Ao A Gmlt/2])

which has one less quantifier than ¢. Moreover, every sub-formula ¢; = (t == t')
can be replaced by an equivalent conjunction of equations ()} == t1) A ... A
(z), == tx) with 2 € {z1,...,2,}. Since the obtained formula belongs to F,

the proof is resolved using the induction hypothesis: there is a quantifier-free
formula ¢’ € F equivalent to the formula above, and therefore equivalent to ¢.
Furthermore, we see that every equation can be withdrawn from ¢ by repeating
the steps presented above for each variable 132

Now assume that none of the ¢; is an equation. Moreover, assume that z
occurs only in ¢1, ..., ¢k (for k < m). Since formulas 3,Z(t), N (¢) and I, K(¢)
can only be true whenever ¢t = z, none of the other quantified variables x1, ...,z
occurs in the predicates ¢1, ..., ¢ (otherwise ¢ < 0). The formula ¢ is therefore
equivalent to

3x(¢1/\---/\¢k) A\ Hxl---axn ((bk-l—l/\---/\(bm)

where ¢; € {K(z),Z(z),N(z)} (for 1 < i < k). Hence, it is enough to find a
quantifier-free formula ¥ equivalent to 3, (¢1 A. .. A¢y); we take 1) ::= 1 whenever

— ¢ =ZI(x), for everyi=1,... k; or
— ¢i =N(x) or ¢; = K(x), for every i =1,... k.

Otherwise we take 1 ::= 0. Finally, it is straightforward to see that the result-
ing formula (either 0 or 3, ...3;, (Pk+1 A ... A dm)) still belongs to F and
has at most n quantifiers. Thus, by the induction hypothesis, we can found an
equivalent formula ¢’ € F, which is also equivalent to ¢.

For the next lemma, recall that every formula in F in closed, including the
quantifier-free formulas.



Lafrance S:: Symbolic Approach to the Analysis of Security Protocols 1189

Lemma 13. FEvery quantifier-free formula in F is decidable.

Proof. Let ¢ € F be any quantifier-free formula. If ¢ = 1 or ¢ = 0, then the
statement is trivial. Now assume that ¢ = ¢1 A ... A ¢, with n > 1. Since ¢
is closed, every sub-formula ¢; is either a predicate Z(a), K(a) or N(a) (every
predicate M(a) can be replaced right away with 1), or an equation a == a’, for
some messages a,a’ € M. But, as we saw in Section 2.2, each predicate Z(a),
K(a) or M(a) is assumed to be decidable, and each equation a == a’ is also
decidable by successive reductions. Hence, each sub-formulas ¢; may therefore
be individually replaced by either 1 or 0. Any such conjunction of 1 and 0 is
clearly decidable. O

The proof of Theorem 1 follows from Lemma 13 and the fact that every closed
formula is equivalent to a formula from F.

B Operational Semantics of SPPA.

The operational semantics of SPPA is given in Fig. 7 and Fig. 8. It is a value-
passing-based semantics defined only for closed processes i.e., processes P such
that fv(P) = (). Rules Sum, Parallel, Protocol and Synchronisation are as-
sumed to be associative and commutative.

A process P’ is a derivative of P if there is a computation P —— P’ for some
~v € Act*. We also consider the set of P’s derivatives defined as follows:

D(P) = {P' | yeaa- P~ P'}.

C Proof of the Finiteness of Symbolic Semantics

In this section, we show that, for any constrained process (P, ¢), the transi-
tion graph associated to (P, ¢) using SPPA’s operational symbolic semantics
is always finite. But in order to obtain this result, we first need to establish
the following restriction on SPPA’s syntax (often applied on other process al-
gebras for similar purposes): we do not allow recursive definitions P := P; \ L,
P:=P /O, P:= Py|P, or P:= Py || P, such that P occurs somewhere within
either P;’s or Py’s definition. Hence, we assume that any recursive definition of
some SPPA’s agent or process P (i.e. where P is defined using a self reference
P) never uses a restriction operator, nor an observation operator, nor a parallel
composition operator, nor a protocol operator. Such recursive definitions often
lead to “infinite” processes, i.e. SPPA processes with infinitely many derivatives.
For instance, processes P ::= (c¢(z).P)\ L and P ::= P|P’ are refrained, while
processes P := let z = f(t) in P and P := c¢(z).P + P’ are retained.

We say that the process P’ is a sub-process of the constrained process (P, ¢)
whenever there is some formula ¢’ such that (P’, ¢') € D((P, ¢)).
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Output

(a). Cidi(g)
aeEM

Input cid s (@)

c(x).A —— Ala/z]
Function feEF, Edr(a) a‘r}d;l a/=f(a)

let z=f(a) in A =4 Ala’ /2]
Generator newcF and |:Yf:’$;“d(a)

let z=new(—) in A —4 Ala/z)
Split 7split7:d,A

let (z,y)=(a,a’) in A —— Ala/z][a’/y]
Decryption —

dec,',dA
case {a}y of {z}r in A —— Ala/z]

Signature-Verif -
signv,g ,
case [a]y of [a]y in A — A

Figure 7: Semantics of SPPA processes.

Lemma 14. Every constrained process (P, ¢) has finitely many sub-processes
i.e., the set {P" | (P', ¢') € D((P, ¢)) for some ¢'} is finite.

Proof. The proof follows from the fact that SPPA’s symbolic semantics rules
(Fig. 1 and Fig. 2) never alter the initial definition of P (and its sub-processes),
neither through substitution P’[t/z] or variable renaming. Hence, any sub-process
P’ occurring in D((P, ¢)) must be syntactically identical to its initial def-
inition within P. We may therefore conclude that the cardinality of the set
{P"| (P, ¢') € D((P, ¢)) for some ¢'} is at most N, + 2N}, where N, is the
number of unary SPPA operators (output, input, function call, match, restric-
tion, etc.) used in the syntactical definition of P, and Ny is the number of binary
operators (sum, parallel composition, etc.) used in the syntactical definition of
P. O

It follows from Lemma 14 that, for any constrained process (P, ¢), there
are only finitely many variables occurring in P and its sub-processes. Moreover,
these variables are exactly the ones used within P’s syntactical definition. Let
{z1,...,z,} be the finite set containing those variables. We may also conclude
from observing the semantics rules that fv(¢') C {z1,...,z,} for any formula
¢ € &, where & = {¢' | (P, ¢') € D((P, ¢)) for some P’}. Thus, any variable
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@ ’
Match A A
l[a=a] A — A’

«
P P’
Sum e S
P+Q — P/
o ’
Parallel —LP—=—F
PlQ — P'|Q
P -2 pand c
Protocol aan of
PlQ — P'|Q
cala) ciqr(a)
Synchronisation _.P and CQ Q
52, (a) 654 (a)
PlQ — PQ — P
P -2 p’and L
Restriction (yan =
P\L — P'\L
P - pand 4 € 0~ 1(a)
Observation 2 =

p/o % prjo

Figure 8: Semantics of SPPA processes.

occurring in some derivative (P’, ¢') € D((P, ¢)) (either in P’ or in ¢') must
also occur somewhere in the initial definition of P (or its sub-processes).

A computation (P, ¢) —— (P’, ¢') is said to be minimal whenever no con-
strained process appears more than once during the computation, including con-
strained processes (P, ¢) and (P’, ¢'). Hence, neither (P, ¢) nor (P, ¢')
may appear within the minimal computation, except at the extremities, al-
though we allow them to be the same constrained process. Any computation

(P, ¢) (P, ) may clearly be reduced to a minimal sub-computation

(P, ¢) X (P', ¢) (where ' is a sub-sequence of ) by taking out any loop
within the computation of ~.

Lemma 15. For every constrained process (P, ¢), there are only finitely many
minimal computations (P, ¢) —— (P, ¢').

Proof. First, we see that any constrained process (P, ¢) as finitely many tran-
sitions emanating from it i.e., the set

{a€ Act | (P, ¢) == (Q, ¥) for some (Q, ¥)}
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is finite. Indeed, we see from the semantics rules that the existence of a transition
(P, ¢) % (Q, ), along with the value of the action a, depends only on the
process P and not on the formula ¢ (as long it is not equivalent to 0). Moreover,
since (P, ¢) has only a finite number of sub-processes (by Lemma 14), the total
number of actions « occurring within (P, ¢)’s semantics must be finite.

We may therefore conclude that given any two constrained processes, there
are finitely many minimal computations between them. Indeed, if IV, denotes
the number of P’s sub-processes and IV, denotes the number of actions occurring
within (P, ¢)’s semantics, then the number of minimal computations between
any two constrained processes is at most Np! - NpN o+ where

— Np!is a bound on the number of possible sequences of sub-processes corre-
sponding to some minimal computation between the two constrained pro-
cesses (i.e. no sub-process may occur twice), and

— NpN a1 is a bound on the number of possible sequences of actions corre-
sponding to some minimal computation between the two constrained pro-
cesses.

In particular, there are only finitely many minimal computations between (P, ¢)
and (P, ¢'). O

Proof of Theorem 2. Let (P, ¢) be a constrained process and assume that
it has infinitely many derivative i.e., D({P, ¢)) is infinite. In that case, and since
the number of transitions emanating from some constrained process is always
bounded, there is an infinite computation

’

(P, ¢) == (P, ¢) =... (1)

with pairwise different constrained processes (i.e. no constrained process occurs
more than once during the computation). Let {x1,...,z,} be the set of variables
occurring in the computation (1) (we saw above that this set must be finite).
Since every formula i occurring in the computation (1) is such that fv(y) C
{z1,...,z,}, we may assume that the infinite computation has a tail

(Py, ¢1) 25 (Py, thy) 22 22 (P, ) 2.

such that fv(¢1) = fv(yg) = {z1,...,2,}, for k > 2. Moreover, since P has
finitely many sub-processes (by Lemma 14), we may assume that process P;
occurs infinitely often in this computation. Hence, we can write

(Pr, ¢1) 25 (Pr, ¢o) 2.5 (P, ) 2 (2)

with v, € Act* and fv(¢r) = {z1,..., 2.}, for £ > 1. We may also assume that
each computation (P, ¢r) - (P;, ¢p41) is minimal. Moreover, by Lemma, 15,
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there are finitely many minimal computations between any (Py, ¢x) and (P1, ¢x),
thus there are finitely many different sequences of actions ;. Assume that these
possible sequences of actions are v{,75, ..., vm,, hence any 7 from the compu-
tation (2) is such that v € {¥{,7%,-.., 7, }- Furthermore, we can assume that
each 7 occurs infinitely often within the computation (2). Otherwise, if one of
the sequence of actions ;, occurs only a finite number of times within the infinite
computation, then we consider the infinite computation obtained by cutting the
computation (2) after the last occurrence of v;; this computation contains no
Vi

From the proof of Lemma 15, we know that the fact that a constrained pro-
cess (P, ¢') may execute an action depends only on the definition of the process
P’ (as long ¢ is not equivalent to 0). Hence, given any sequence of action -,

every computation (P, ¢;) i><P1, ¢1+1) transforms the formula ¢; to the for-
mula ¢;41 following the exact same rule (for any ). Moreover, we see from the
symbolic semantics rules that we must have

b1 = I (e AYR) A Yy,

for some formulas vy, and 1) (which do not depend on [), and where
{z{,...,2®} C {x1,...,3,}. Also notice that the formula ¢;41 is equivalent
to the formula

T oL G B 0 A W B S M RN O

R
where the y{* are new variables. For simplicity, we use the following notation:

— we write 3 ) instead of 3 @& *), and
— we write ¢[y;"'] instead of @[yi* /x{"]. .. [yE) [z ).
Using this notation, we have
$ip1 & 300 (Bily”] A rlyi®] A ).
Now consider the family of formula mappings {I%}}" , with

Ii: ¢ — 3y§k>(¢[y§k)] A Yely] A )

where the ygk) are always new variables i.e., any mapping I} (for 1 < k < m)

never uses the same variables y{*', . .. s Y twice. From our arguments above, we
see that I';(¢1) < @41 for any | > 1 such that (P, ¢;) l><P1, ¢1+1), and the
sequence of formulas ¢1, @2, @3, ... from the computation (2) can therefore be
written as

o1, kal(¢1)7 Fk2(Fk1(¢1))7 Fk3(Fk2(Fk1(¢1)))a"'
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with 4 = 73, -
But each mapping Iy essentially does two things: on one hand [} substitutes

the variables x( )

..., ay) with some new variables . , Y5, and, on the
other hand I mtroduces (through conjunction) formulas v, and . Since I},
always introduces new variables, we may assume that every formula ¢; from
the computation (2) has the form 3,, . % where the yi,...,y, are variables
Y. ,y5) introduced during previous applications of the mappings I (for
1 <k < m), and ¢ is some quantifier-free formula. Moreover, the formula 1
has the form ¢;[y;""].. [y;k”] A ', where the formula ¢’ is a conjunction
of formulas ¢, and ;. (for 1 < k < m) on which substitutions [y;k”] Jys™)
where applied. Although there will be infinitely many new variables y{*', . .. s Yr
introduced during the infinite computation, we show that, at some point during
the computation, the introduction of those new variables by some [, and their
substitution with the variables z{*’,

to a previous formula ¢y .

oy, will create a formula ¢ equivalent

First, we see that I',’s substitutions are applied at most once on the formulas
within ¢’. Indeed, consecutive substitutions

N o R VAV | VS B A )

gives the formula ¢1[y"” /("] ... [y /2], hence ¢yy;"']. The same remark is
true for any formula v, and ¢}, for 1 < k < m, and consequently for the
formula 1)’. Since there are m mappings I, and therefore m sets of variables
{z{”,..., 2} to be substituted, there at most m! non-equivalent composed
substitutions of the form [y{*"]...[y;""’] that can be obtained by composing the
I'y; two composed substitutions are equivalent whenever the order in which the
sets of variables {z{", ..., z{)} are substituted is exactly the same (the names of
the new variables yi", ... , ¥ does not matter). Moreover, since each mapping
I, always introduces the same formulas ¢y and v;,, the number of possible for-
mulas we can obtain from the ¢ and ¢}, and any composed substitution over
the sets of variables {2{"”,...,2{)} is at most 2m(m!), thus finite. But since we
assumed that every sequence of actions 7}, occurs infinitely often in the compu-
tation (2), at some point, for any new variables y{*', . .. , Yo, introduced by some
mapping I, (through a substitution of x{",.
* -, 2% which are present within the exact same equivalent

composed Substltutlons applied to the exact same formulas ¢; and 1);. In that

(k) K
c 25,

.., ) there are previously intro-
duced variables z;

case, the new set of variables yim, .-+, Yy) can be replaced by the z;
and the obtained formula is equivalent to a previous formula ¢;. In fact, we can
see that at some point in the infinite computation (2), more precisely when each
v, occurred at least 2m(m!) times, any new application of the mapping I}, gives
a formula equivalent to a previous application of I'x. Thus, there are formulas
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01,...,0n such that ¢;11 < 6 whenever

(P1, 1) 2k, (P1, d141)

for every | > K (for some K > 1 large enough). Hence, I;(0y) < 6. But
this contradicts the fact that the formulas ¢; (from the computation (2)) are
pairwise not equivalent, and therefore contradicts the existence of the infinite
computation (2). Hence, the set D({P, ¢)) must be finite. O

Remark. The formulas 6 from the previous proof are too large to be explicitly
written down in this paper, but we can see that they have the following form

O = Fyr (OL[y] T A O A rl2P] A )

where ¥1,...,yn are new variables introduced by the mappings I}, with
{ktyoooskmy ={1,...,m} and v\, ... y" 2 € {y1,...,Yn }. The formula
0, present in every 6y, is the formula obtained by considering the conjunction of
every possible combination of composed substitutions [y{*"']...[y{*™’] (for new
variables y{"’) applied on every formulas ¢y and 1} (for k = 1,...,m). The
formula 6 may be a very large formula (although it is rather small in most prac-
tical cases) which turns out to be some sort of fixed point for every mapping I'.
Indeed, since 8 contains every composed substitution applied on every formulas
introduced by the mappings, then any new substitution introduced by some I}
will have no effect on §. The family of formulas {6}, will therefore be such

that I'y(0x) < O, for any k, k'

D Proofs of Lemma 3, Lemma 4 and Lemma 5

Proof of Lemma 3. In order to shorten the proof, the two statements are
proved simultaneously by induction on the structure of P. Depending on the
statement to prove, we put either

Q' = Pllar/z1]... lan/xs] or Q == P'la/z]lar/z1].. . [an/xn].

The case where P = 0 is trivial. If P = &(¢).P’, or P = ¢(z).P’, or P =
let x = f(t) in P’, or P =1let (x,y) =t in P’, or P = case ¢ of {z}y in P/,
or P = case t of [t"]y in P’, then the conclusion follows from rules Output,
Input, Function, Generator, Split, Decryption and Signature-Verif.

If P=P+Ps,or P=P|Ps,or P= P, | P» (and « is not a marker action),
then, from semantics rules Sum, Parallel and Protocol, we may assume that

Pilai/z1] ... [an/zn] == PJla1/z1] ... [an/Ts]

(resp. Pilai/z1] ... [an/xy] 2, Plla/z][ar/z1] ... [an/zn])
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with either P’ ::= P{, or P’ ::= P|| Py, or P’ ::= P} || P2. Thus, by the induction
hypothesis,
o ﬁ/
<P15 ¢> - <Pll7 ¢I> (resp. <P17 ¢> - <Plla ¢l>)
Therefore, (P, @) <, (P, @) (vesp. (P, ¢) N (P', ¢)). It P= P, || P, and

« is a marker action, then we may assume that

Cidy (a)

Pilay/x1] ... lan/zn] == Pilai/z1] ... [an/xn]
and @
Polay/z1]. . [an/xn] "2 PYla/z)[ar/21] . . - [an /0]

with P’ := P| || P, or P’ := P; || Pj. By the induction hypothesis, we have
(Pr, ) (P, ¢) (with @ = tlo /o] ... [on /) and (Pa, 0) 25 (P, ),
Hence (P, ¢) == (P’, ¢') by Synchronisation.

If P=1[t=¢|P (with tlai/x1]...[an/z0n] = [a1/z1]...|an/xs]), then

Pilai/x1].. . [an/2z0] == Q' (vesp. Pifai/z1]...|an/y] LR Q@' ) and, by the
induction hypothesis, we see that

(Pr, @) <5 (P, ¢) (vesp. (Pr, ¢) 2 (P, ).

Therefore, by semantics rule Match, (P, ¢) N (P!, ¢ (resp. (P, ¢) 2, (P!, ¢))
with ¢ < 0 since o |= (t ==t') for any p such that o(z;) = a;.

If P =P\ L (with a,3 € L), then Pilay/z1]...[an/7n] — Q' (resp.
Pilai/x4] ... [an/ 2] 2, Q') and, by the induction hypothesis, we have
(Pi, ¢) 5 (P, ¢) (resp. (P1, ¢) 2 (P', ¢")) with ¢ % 0. Therefore,

(P, 6) <5 (P, ¢) (resp. (P, ¢) 25 (P, o)) with ¢/ < 0 since o |= 6L,
(resp. 0 E qﬁé,) for any p such that o(z;) = a;.
Finally, if P = P;/0O, then there is a computation

Pilay/z1] .. [an/2n) = Pllai/z1]. .. [an/®n]

(vesp. Pilar/a1]...[an/2a] <5 Pilajallar/21]... [an/20])

such that v € O7(a) (resp. v € O71(8)) and with Q" = P/[a1/x1] ... [an/xn]/O
(resp. Q" = P{la/x]la1/x1]...[an/xn]/O). Thus, by the induction hypothe-

sis, we have (P1, ¢) —— (P{, ¢') where v = ~'[ay/x1]...[an/xn] (vesp. v =

~'la/z][a1/x1] ... [an/xs]). Hence, by semantics rule Observation and since P =
Pi/O and P’ = P//O, we see that (P, ¢) <, (P', ¢'), (resp. (P, ¢) 2, (P, ¢))
which concludes the proof. a

Proof of Lemma 4. For simplicity, the two statements are proved simul-
taneously by induction on the structure of P. The case where P = 0 is trivial.
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Let ¢ be a valuation such that ¢ = ¢’ and put Q ::== Plo(z1)/x1] ... [o(xn)/zn]
and, depending on the statement proved, put either

Q == P'lo(z1)/x1]. . [o(xn)/zn]

or
Q= Plo(@)/allo(1)/r1] - [olwn) /2n].
Also put a ::= p(a’) and 8 == o(f').

If P =2¢().P,or P = c(x)P,or P=1let z=f(t) in P, or P =
let (z,y) =t in P’,or P = case t of {z}y in P’, or P = case t of [t"]y in P/,
then we have either Q = ¢(p(¢)).Q’, or Q = ¢(x).Q',or Q = let x = f(po(t)) in @',
or @ = let (z,y) = o(t) in Q’, or Q = case {o(t')},) of {z},) in Q', or
Q = case [o(t')] o) of [7]y) in Q. Thus Q % Q' (resp. Q A, Q).

If P=P+ Py,or P= P|P,, or P =P, || Pa, then either Q = Q1 + Q2,
or Q = Q1|Q2, or @ = Q1 || Q2, where Q1 == Pi[o(z1)/z1]. .. [o(zn)/2y]

and Q2 = Palo(x1)/x1]...[o(z1)/xy]. Whenever o is not a marker action,
we may assume that (P, ¢) <, (P{, ¢') (resp. (P1, ¢) z, (P{, ¢')) with
either P’ ::= P|, or P’ ::= P||P2, or P’ ::= P| | P,. Hence, by the induction
hypothesis, we see that

Q1 = Pilo(z1)/21] .. [e(n) /zn]

B
(resp. Q1 — Plo(z)/z][o(z1)/21]. .. [o(zn)/2n]),
thus, Q@ - @’ (resp. Q N Q@"). Now assume that o’ is a marker action, with
P = P, | P,. Then we may assume that (P, 1) ca ) (P{, ¥) and
Cidg ()

(Py, 1) —=" (P}, b)) with ¢ = 91 A 2. By the induction hypothesis, we
have

Cidy (0(1))

Qr " Pllo(1)/z1]- .. [e(zn)/@n]

and
cidy (0(t))

Q2 " Ba/a]lo(x1) /@] . [o(xn)/zn].
Therefore, P %+ P’ by rule Synchronisation.

If P = [t = t'] Py, then we have (P, ¢) <, (P, ) (resp. (P1, ¢) £, (P, )
with o E ¥ and o |= (t == t') since o = ¢'. Therefore, by the induction hypoth-
esis, we have (Q1, @) — (Q’, ¥) (resp. (Q1, ¢) £, (Q', ¥)) where Q1 ==
Pyilo(z1)/z1] ... [o(xn)/x,]. Thus, by rule Match, Q@ — Q' (resp.Q N Q)
since o(t) = o(t').

If P = Py \ L, then we have (P1, ¢) = (P{, ) (resp. (P1, ¢) < (P{, )
with P/ = P/\ L and ¢ = v A ¢%, (resp. ¢ = ¢ A ¢[§,). Furthermore, we see that
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Q = Q1 \ L where Q1 == Pi[o(z1)/z1] ... [o(xn)/xys]. Since o |= 9, we see, by
the induction hypothesis, that

Q1 = Pilo(z1)/21] .. [e(zn)/zn]

B
(resp. Q1 — Pilo(z)/al[e(z1)/z1] .. - [o(xn)/zn]).
But o = ¢/, therefore o = ¢, (resp. 0 = qbé/), we have a, 3 € L. Hence Q —— Q'
(resp. @ A, Q).

If P = P, /O, then there is a computation (P;, ¢) —— (P}, ¢') such that v/ €
O~ () (resp. v/ € O71(B)) and with P’ = P//O. By the induction hypothesis,
we see that Q —— Q) where Q) = P/[o(x1)/z1]. .. [o(xn)/Tn] (resp. Q) ==
P{lo(z)/z][o(x1)/x1] ... [o(xn)/2n]) and ¥ = o(v'). Thus, Q@ = Q' since v €
O~ 1(a) (resp. Q 2, Q' since v € O71()). O

Proof of Lemma 5. For simplicity, the two statements are proved simul-
taneously by induction on the structure of P. If the transition (P, ¢) ~— (P’, ¢')
(resp. (P, @) 2, (P, ¢')) comes from either Output, Input, Function,
Generator, Split, Decryption, Signature-Verif,then we directly see from the
definition of ¢’ that | ¢'[a1/x1] ... [an/xn] (resp. |E ¢'[a/x]lar/x1]. .. [an/Ts])
whenever |= ¢lar/z1] ... [an/zn].

If P=P+Ps,or P=P|Ps,or P= P, || P» (and « is not a marker action),
then we may assume that ¢ = ¢1A¢g and ¢/ = ¢ Ady, with (P1, ¢1) —— (P], ¢})
(resp. (P1, ¢1) 7, (Py, ¢1)). Therefore, since |= ¢[ai/z1]. .. [an/xy,], we must
have |= ¢1]a1/z1] ... [an/zy], therefore by the induction hypothesis we see that
E dilai/x1] ... [an/zn] (resp. = &)la/x]la1/x1]...|an/zs]). Hence, we have
E  ¢a/x]lar/x1].. . [an/xn] (resp. | ¢la/x]lar/x1]. .. [an/zn]) since

E ¢2la1/x1] ... [an/xn]. The case where « is a marker action is similar. Now, if
P = [t = t']| P1, then we see, for any definition for ¢, that the statement holds
since t[ay /x1] ... [an/xn] =t ]a1/x1] . . . [an/Ts)].

If P= P\ L, then ¢' = ¢1 A ¢L, (vesp. ¢' = ¢1 A gf)é,). By the induction hy-
pothesis, we see that = ¢ala1/x1] ... [an/Ts] (vesp. | d1[a/x][ar/x1]. . . [an/Tn]),
and since o, 3 & L, = ¢L [a1/x1] ... [an/zn) (vesp. = qbé/ [a/z][a1/x1] ... [an/zy]).
Therefore, = ¢'[a1/z1]. .. [an/zn] (vesp. = ¢'[a/x][a1/z1]. .. [an/zy]). Finally,
assume that P = P;/O. Then (P, ¢) , (P{, ¢'), where P/ = P and
v € O7Ha) (resp. v € O71(B')). Thus, by using the induction hypothesis
for each action within the sequence 7/, we see that = ¢'[a1/x1]. .. [an/zy] (resp.

E ¢'la/z][a1/x1] ... [an/x,]) whenever | @lar/x1]. .. [an/xn]. O



