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Abstract: We investigate behavioral institutions and refinements in the context of the
object oriented paradigm. The novelty of our approach is the application of generalized
abstract algebraic logic theory of hidden heterogeneous deductive systems (called hid-
den k-logics) to the algebraic specification of object oriented programs. This is achieved
through the Leibniz congruence relation and its combinatorial properties.

We reformulate the notion of hidden k-logic as well as the behavioral logic of a hidden
k-logic as institutions. We define refinements as hidden signature morphisms having
the extra property of preserving logical consequence. A stricter class of refinements, the
ones that preserve behavioral consequence, is studied. We establish sufficient conditions
for an ordinary signature morphism to be a behavioral refinement.
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1 Introduction

Some computational systems often have interfaces that encapsulate the local
states of objects and operations that modify them (together, these features have
been called the object oriented (OO) paradigm). Thus, many programming lan-
guages have encapsulated mechanisms that hide internal data types; this provides
abstraction from unimportant details, and may also be intended as protection
for the internal data. Equational logic has been used as the underlying logic
in many formal approaches to program specification. The programs are repre-
sented as formulas and the algebraic data types specified in this formal way
can be viewed as abstract machines on which the programs are to be run. This
gives an algebraic semantics for programs. Object oriented programs present a
special challenge for equational methods. In the case of an OO program, a more
appropriate model for the abstract machine is a state transition system. A state
of an OO program is a way of protect information about the abstract machine.
Data is split into a visible part and a hidden part, with the latter representing
the objects. Programs are assumed to output only visible data. Hidden data
can only be indirectly compared by considering the outputs of programs that
take them as input. As a way of reaching the above-mentioned challenge we can
replace the standard equality predicate by behavioral equivalence.
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We take an abstract algebraic approach to the OO paradigm. The data struc-
tures are sorted algebras endowed with a designated subset of the visible part
of the algebra, called a filter, which represents the set of truth values. Two el-
ements are considered behaviorally equivalent, in a given implementation A, if
they cannot be “distinguished” in A by any visible program taking them as in-
put. We apply the standard abstract algebraic logic (AAL) theory of k-deductive
systems to the hidden heterogeneous case. This is achieved by using the Leib-
niz congruence relation and its properties. k-deductive systems are well known
and discussed in AAL (see [Blok and Pigozzi 1989]). They are used as a context
in which deductive systems (1-deductive systems, which are usually called “as-
sertional logics”), equational logic, and the logic of partially ordered algebras
can be treated simultaneously as parts of a single unified theory. The Leibniz
congruence is the abstraction of the notion of logical equivalence in the clas-
sical propositional calculus which allows the generalization of the well known
Lindenbaum-Tarski process to many deductive systems.

Hidden k-logics are a natural generalization of k-deductive systems. Hid-
den k-logics are used to specify systems whose data may be heterogeneous.
Throughout this work, hidden k-logics are the underlying logics used for pro-
gram specification. They are useful mainly because they encompass not only
the 2-dimensional hidden and standard equational and inequational logics, but
also Boolean logics; these are 1-dimensional multisorted logics with Boolean as
the only visible sort, and with equality-test operations for some of the hidden
sorts in place of equality predicates (see [Pigozzi 1991]). They also include all
assertional logics in the purview of AAL. Thus, the use of hidden k-logics unify
the treatment of all this kind of logics and provides a bridge between AAL and
specification theory. Hidden k-logics were introduced by Martins and Pigozzi in
[Martins and Pigozzi 2003], where the authors presented their basic properties.
Then, the theory was widely developed in [Martins 2004]. Using hidden k-logics
we can distinguish internal data (hidden data) and real data (visible data). This
advantage is central in the specification of OO systems, since for some programs
it is worth considering those kinds of encapsulated data representations either by
security reasons or to simplify the process of updating and improving program
implementations.

In this paper, we reformulate the notion of hidden k-logic in order to obtain
an institution, which we call a hidden k-institution. In each hidden k-institution
the signature category is fixed, as well as the set of sentences associated with
each signature. We obtain different hidden k-institutions by varying the category
of models. Then, we associate with any hidden k-institution other institutions,
called behavioral institutions, whose signature morphisms have the property of
preserving the behavior of the models under translations. In any behavioral
hidden institution the models are the k-data structures, the sentences are the
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conditional equations and the satisfaction relation is the behavioral consequence.
The objects in the signature category are also fixed as the class of all hidden
signatures. Behavioral hidden institutions may only differ in their class of mor-
phisms, i.e., given a hidden k-institution Ik, we may obtain several behavioral
institutions associated with Ik by considering different classes of hidden signa-
ture morphisms. Moreover, they only have to be behavioral hidden signature
morphisms with respect to the class of models in Ik. Our definition of behav-
ioral hidden institution for the special case of hidden equational logic captures
almost all the behavioral institutions given in the literature.

We also study the signature morphisms that allow us to refine specifications,
usually called refinements. From an abstract specification we construct a more
concrete one; this is the basis of the stepwise refinement process. In the context
of hidden k-logics, the notion of behavioral refinement is more appropriate, since
it expresses the fact that the behavioral consequence relation is preserved (i.e,
the behavioral logic is preserved). We give sufficient conditions for a refinement
to be a behavioral refinement.

2 Hidden subsignatures and signature morphisms

Let SORT be a nonempty set whose elements are called sorts. A nonempty
sequence S0, . . . , Sn of sorts in SORT (n < ω) is called a type over SORT. We will
write a type as S0, . . . , Sn−1 → Sn. Types are represented by greek letters τ, σ,
etc. The set of all types is denoted by TYPE. We distinguish visible and hidden
data by splitting, in the definition of signature, the set of sorts in visible and
hidden part. A hidden (sorted) signature is a triple Σ = 〈SORT,VIS,OP〉, where
SORT is a nonempty set of sorts, VIS is a subset of SORT, which we call the set
of visible sorts, and OP = 〈OPτ : τ ∈ TYPE〉, where OPτ is a countable set of
operation symbols of type τ . We call the sorts in HID := SORT\VIS hidden sorts.
We also require the sets of operation symbols to be pairwise disjoint in order to
avoid overloading of names (i.e., for any distinct τ, τ ′ ∈ TYPE, OPτ ∩OPτ ′ = ∅).
We assume X = 〈XS : S ∈ SORT〉 to be a fixed locally countable sorted set
of variables. We define the sorted set TeΣ(X) of terms (or formulas) in the
signature Σ as usual. We say that a term t is a ground term (or a variable-free
term) if it does not have variables. We say that a hidden signature is standard
if there is a ground term of each sort.

By a Σ-algebra (we simply say an algebra, if Σ is clear from the context)
we mean a pair A =

〈〈AS : S ∈ SORT〉, 〈OPA
τ : τ ∈ TYPE〉〉, where AS is a

nonempty set for each S ∈ SORT and, for each τ ∈ TYPE (τ = S0, . . . , Sn−1 →
Sn), OPA

τ =
{
OA : O ∈ OPτ

}
, where OA is an operation on A of type τ , that

is OA : AS0 × · · · × ASn−1 → ASn . We assume that AS �= ∅, for all S ∈ SORT
(note that this assumption holds automatically if Σ is standard). With this
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assumption we exclude some data structures of practical interest. However, the
metamathematics is simpler in this case and most results of universal algebra
hold in their usual form.

A sorted congruence on a Σ-algebra A is a sorted binary relation θ ⊆ A2

such that: for each S ∈ SORT, θS is an equivalence relation on AS ; and for
every operation symbol O ∈ OPτ , with τ = S0, . . . , Sn−1 → Sn, and every pair
of sequences 〈a0, . . . , an−1〉, 〈a′0, . . . , a′n−1〉 ∈ AS0 × · · · × ASn−1 , we have

OA(a0, . . . , an−1) θSn O
A(a′0, . . . , a

′
n−1),

whenever ai θSi a
′
i for i < n.

We will write ai ≡ a′i (θSi), i = 1, . . . , n − 1, or simply 〈a0, . . . , an−1〉 ≡
〈a′0, . . . , a′n−1〉 (θ) to mean that ai θSi a

′
i, for each i < n (often we omit the

reference to the sort, and we write ai ≡ a′i (θ)).
We define in the natural way the operations in TeΣ(X) to get the term

algebra over the signature Σ.
It is well known that TeΣ(X) has the universal mapping property over X in

the sense that, for every Σ-algebra A and every sorted map h : X → A, called
an assignment, there is a unique sorted homomorphism h∗ : TeΣ(X) → A. In
the sequel we will not distinguish these two maps. In particular a map from X

to the set of terms, and its unique extension to an endomorphism of TeΣ(X), is
called a substitution. Since X is assumed fixed, we normally write TeΣ in place
of TeΣ(X); similarly, we may write simply Te when Σ is clear from the context.

Let Σ = 〈SORT,VIS,OP〉 and Σ′ = 〈SORT′,VIS′,OP′〉 be two hidden sig-
natures. We say that Σ is a hidden subsignature of Σ′, in symbols Σ ⊆ Σ′ if
(a) SORT ⊆ SORT′; (b) OP ⊆ OP′ and (c) the visible parts are equal, that is
VIS = VIS′ and OPVIS = OP′

VIS′ , where OPVIS is the subset of OP of all strictly
visible operation symbols (i.e., operation symbols of type S0, . . . , Sn−1 → Sn

with Sn ∈ VIS and Si ∈ VIS, i < n). The minimal hidden subsignature of a
given hidden signature Σ is called the visible subsignature of Σ and it is denoted
by ΣVIS. In any visible subsignature we have SORT = VIS, thus ΣVIS can be
seen as the (ordinary) sorted signature ΣVIS := 〈VIS,OPVIS〉.

Definition 1. Given two hidden signatures Σ = 〈SORT,VIS,OP〉 and Σ′ =
〈SORT′,VIS,OP′〉 having the same visible subsignature, a hidden signature mor-
phism from Σ to Σ′ is a mapping σ : Σ → Σ′ (i.e., σ = (σSORT, σOP), with
σSORT : SORT → SORT′ and σOP : OP → OP′) satisfying the following condi-
tions:

(i) for all V ∈ VIS, σSORT(V ) = V ;

(ii) for all O ∈ OPVIS, σOP(O) = O;
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(iii) If O ∈ OP is an operation symbol of type S0, . . . , Sn−1 → Sn not strictly visi-
ble, then σOP(O) is an operation symbol in OP′ of type σSORT(S0), . . . , σSORT

(Sn−1) → σSORT(Sn).

The identity mapping on Σ is a hidden signature morphism and the compo-
sition of two hidden signature morphisms is also a hidden signature morphism.
Therefore, the class of all hidden signatures together with the hidden signature
morphisms defines a category, called the category of hidden signatures which
we denote by HSign. It is not difficult to see that HSign has pushouts (see
[Martins 2004]).

Let Alg(Σ) be the category whose objects are the Σ-algebras and the mor-
phisms are the algebra-morphisms. For each hidden signature morphism σ : Σ →
Σ′ we define a forgetful functor Fσ : Alg(Σ′) → Alg(Σ) in the following way:

– for each Σ′-algebra A′, Fσ(A′) = A′ �σ, and

– for each Σ′-homomorphism h′ : A′ → B′, Fσ(h′) = h′ �σ.

Recall that the reduct A′ �σ is defined by: for S ∈ SORT, (A′ �σ)S := A′
σ(S);

and for each operation symbol of type S0, . . . , Sn−1 → Sn, OA′ �σ := σ(O)A
′
.

Similarly, for a Σ′-homomorphism h′ : A′ → B′, where A′ and B′ are Σ′-
algebras, the σ-reduct of h′ is the Σ-homomorphism h′ �σ : A′ �σ → B′ �σ defined
by (h′ �σ)S := h′σ(S).

If R is a sorted relation over an algebra A′, then the σ-reduct of R, R�σ, is the
sorted relation on A′ �σ defined for any a, a′ ∈ Aσ(S) by a (R�σ)S a

′ if aRσ(S) a
′.

Let Σ be a hidden subsignature of Σ′. The inclusion mapping i : Σ → Σ′

is a hidden signature morphism. We call i a hidden enrichment mapping and
Σ′ a hidden enrichment of Σ. The reduct −�i is simply denoted by −�Σ. If
SORT = SORT′ then a hidden enrichment is called a hidden extension and
Σ′ an algebraic hidden extension of Σ. Given a hidden extension Σ′ of Σ, a
Σ′-algebra A and an operation (function) f on A of type S0, . . . , Sn−1 → Sn,
we say that an equivalence relation ≡ on A, is compatible with f if for any
ā, ā′ ∈ AS0 × · · · ×ASn−1 , (ai ≡Si a

′
i, i < n) implies f(ā) ≡Sn f(ā′).

Example 1. (State Transition Systems with evaluation by natural num-
bers)
Let Σ be the signature used to specify a 2-state transition specification and
Σ′ be the signature used to specify a 1-state transition specification both with
evaluation by natural numbers (see Figure 1).

By defining σ : Σ → Σ′ to be the identity mapping between the visible
subsignatures and, σSORT(state1) = σSORT(state2) = state; σOP(a) = σOP(b) =
f and σOP(c) = σOP(d) = g, we have that σ is a hidden signature morphism. ♦
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2-state
Sorts : bool, nat, state1,

state2
Vis : bool, nat

Operation symbols
a : state1 → nat

b : state2 → nat

c : state2 → state1
d : state1 → state2
≤: nat, nat→ bool

s : nat→ nat

true : → bool

false : → bool

zero : → nat

1-state
Sorts : bool, nat, state

Vis : bool, nat

Operation symbols
f : state→ nat

g : state→ state

≤: nat, nat→ bool

s : nat→ nat

true : → bool

false : → bool

zero : → nat

Figure 1: State Transition Systems.

The difficulty to extend a hidden signature morphism σ to a mapping between
the term algebras over each signature comes from the fact that σ may not be
injective on the set of sorts SORT, or not surjective on the set of operation
symbols OP′ or both. One way to get around the first problem is to consider
distinct sets of variables for each term algebra. Let X be the globally countable
SORT-sorted set of variables used to form the Σ-terms. We define X ′ = 〈X ′

S′ :
S′ ∈ SORT′〉 to be the SORT′-sorted set such that X ′

S′ =
⋃

σ(S)=S′ XS , if
S′ = σ(S) for some S ∈ SORT and, an arbitrary (but fixed) countable set X ′

S′ of
variables (disjoint from any other X ′

S′′), otherwise. Any assignment h : X ′ → A

induces an assignment h�σ : X → A�σ for the variables X into the reduct A�σ

of A defined by (h�σ)S(x:S) := hσ(S)

(
x:σ(S)

) ∈ (A�σ)S .
First we note that

(
TeΣ′(X ′)

)
�σ is a Σ-algebra. The mapping σ may be

extended to a mapping σ̂ from TeΣ(X) to
(
TeΣ′(X ′)

)
�σ defined recursively as

follows:

Definition 2. Let σ : Σ → Σ′ be a hidden signature morphism. We define
σ̂ : TeΣ(X) → (

TeΣ′(X ′)
)
�σ as follows (if it is clear from the context we simply

write σ):

(i) if t = x:S, then σ̂(t) = x:σ(S);

(ii) if t = c, then σ̂(t) = σ(c);

(iii) if t = O(t0, ..., tn−1), with O an operation symbol of type S0, ..., Sn−1 → Sn

then σ̂(t) = σ(O)(σ̂(t0), ..., σ̂(tn−1)).
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To provide a context that allows us to deal simultaneously with specification
logics that are assertional (for example ones with a Boolean sort) and equational,
we introduce the notion of a k-term for any nonzero natural number k; a k-
term of sort S over Σ is just a sequence of k Σ-terms of sort S. The k-terms
are indicated by overlining (ϕ̄ :S = 〈ϕ0 :S, ..., ϕk−1 :S〉). We denote the set of
all k-terms by Tek

Σ := 〈Tek
S : S ∈ SORT〉; and the set of all visible k-terms,

〈(Tek
Σ)V : V ∈ VIS〉, by (Tek

Σ)VIS.

For each h : X ′ → A, we define hz
a : X ′ → A by hz

a(u) =
{
h(u) , u �= z

a , u = z
.

Given a hidden signature morphism σ : Σ → Σ′ and a Σ′-algebra A, h�σ

denotes the mapping from X to A′ �σ defined by (h�σ)S(x:S) = hσ(S)(x). Since⋃
S∈SORTXS ⊆ ⋃

S∈SORT′ X ′
S, any g : X → A′ �σ can be extended to a mapping

g′ : X ′ → A such that g′ �σ = g.

Lemma3. Let σ : Σ → Σ′ be a hidden signature morphism, A′ be a Σ′-algebra
and t ∈ TeΣ(X). Then,

(i) g(t) = g′(σ̂(t)), for every assignment g : X → A′ �σ and every g′ : X ′ → A′

such that g′ �σ = g.

(ii) h�σ(t) = h(σ̂(t)), for every assignment h : X ′ → A′.

2.1 Data structures

A k-data structure (or a k-abstract machine) over Σ is a pair A = 〈A, F 〉, where
A is a Σ-algebra and F ⊆ Ak

VIS (For any sorted set A, AVIS denotes the sorted
set 〈AV : V ∈ VIS〉). An example of a 2-data structure is any model of the free
hidden equational logic over Σ (HELΣ) considered below (Definition 10). The
standard model of HELΣ is of the form 〈A, idAVIS〉, where A is a Σ-algebra and
idAVIS is the identity relation on the visible part of A, but one gets more general
2-data structures as models by taking any congruence relation on the visible
part of A in place of idAVIS. We can also consider the free Boolean logic over
Σ if it has a Boolean sort. Here the standard models are the 1-data structures
〈A, {true}〉, where A is a Σ-algebra such that AVIS is the two-element Boolean
algebra. In a general model, AVIS is an arbitrary Boolean algebra and {true} is
replaced by an arbitrary filter on AVIS.

Let A = 〈A, F 〉 be a k-data structure over a signature Σ′ and σ : Σ → Σ′

be a hidden signature morphism. The σ-reduct of A is the k-data structure
〈A�σ, F 〉. When it is clear from the context, we simply write A�σ for 〈A�σ, F 〉.
We should note that in A�σ we do not consider the σ-reduct of the filter F ,
since σ is the identity on the visible subsignatures and F ⊆ Ak

VIS. A congruence
relation θ on A is compatible with F if, for all V ∈ VIS and for all ā, ā′ ∈ Ak

V ,
ai ≡ a′i(θV ) for all i ≤ k, implies (ā ∈ FV iff ā′ ∈ FV ). It is not difficult to see
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that the largest congruence relation on A compatible with F always exists (see
[Martins 2004]).

Definition 4. Let 〈A, F 〉 be a k-data structure. The Leibniz congruence of F
on A is the largest congruence relation on A compatible with F . It is denoted
by ΩA(F ), or simply Ω(F ) when A is clear from the context.

One of the main properties of the Leibniz congruence is its preservation under
inverse images of surjective homomorphisms.

Lemma5 ([Martins and Pigozzi 2003]). Let A = 〈A, F 〉 be a k-data struc-
ture over Σ, and let B be a Σ algebra and h : B → A a surjective homomor-
phism. Then h−1(ΩA(F )) = ΩB(h−1(F )).

Recall that if A is a Σ-algebra, ϕ̄(x0 :T0, . . . , xn−1 :Tn−1) is a k-term and
〈a0, . . . , an−1〉 ∈ AT0×· · ·×ATn−1, then we denote by ϕ̄A(a0, . . . , an−1) the value
that ϕ̄ takes in A when the variables x0, . . . , xn−1 are interpreted respectively
by a0, . . . , an−1. More algebraically, ϕ̄A(a0, . . . , an−1) = h(ϕ), where h : X → A

is any assignment such that h(xi) = ai for all i ≤ n− 1.
A (visible) k-context overΣ

(
resp. Σ′) is a (visible) k-term ϕ̄(z :S, x0 :T0, . . . ,

xm−1 :Tm−1):V ∈ Tek
Σ(X)

(
resp. Tek

Σ′(X ′)
)
, with a distinguished variable z of

sort S and parametric variables x0, . . . , xm−1. The set of all k-contexts over Σ(
resp. Σ′) with distinguished variable z of sort S is denoted by Ck

Σ [z :S]
(
resp.

Ck
Σ′ [z :S]

)
. We call the 1-contexts simply contexts and we denote the set of

all contexts over Σ
(
resp. Σ′) by CΣ [z :S]

(
resp. CΣ′ [z :S]

)
. If ϕ(z :S, û:Q̂) ∈

Ck
Σ [z :S]V then σ̂(ϕ) is a k-context with distinguished variable z of sort σ(S)

(i.e., σ̂(ϕ) ∈ Ck
Σ′ [z :σ(S)]V

)
.

Example 2. (State Transition Systems with evaluation by natural num-
bers – revisited)
In this example σ identifies some contexts. Let ϕ1(z) = s(a(c(z :state2)):nat
and ϕ2(z) = s(b(d(u :state1)):nat. Their images under σ are almost the same,
i.e, only their distinguished variables are different. Namely,

σ(ϕ1) = s(f(g(z :state))):nat and σ(ϕ2) = s(f(g(u :state))):nat.

If the hidden signature morphism σ is surjective, as in this example, then
so is σ̂. There are also examples where the hidden signature morphism is not
surjective. In that case we may have k-contexts over Σ′ that are not images
of any k-contexts over Σ. Of course, this phenomenon will interfere with the
preservation of the behavioral equivalence under hidden signature morphisms.
We will see below some sufficient conditions that guarantee such preservation.♦

A systematic study of the properties of the Leibniz congruence in hidden
k-logics can be found in [Martins 2004]; in particular a proof of the following
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characterization of the Leibniz congruence can be found there1.

Theorem 6 ([Martins and Pigozzi 2003]). Let Σ be a hidden signature and
let A = 〈A, F 〉 be a k-data structure over Σ. Then, for every S ∈ SORT
and for all a, a′ ∈ AS, a ≡ a′ (Ω(F )S) iff for every visible k-context ϕ̄(z :S,
u0 :Q0, . . . , um−1 :Qm−1):V and for all 〈b0, . . . , bm−1〉 ∈ AQ0 × · · · ×AQm−1 ,

ϕ̄A(a, b0, . . . , bm−1) ∈ FV iff ϕ̄A(a′, b0, . . . , bm−1) ∈ FV . (1)

3 Hidden logic

For the purposes of this work is convenient to define a hidden k-logic as an
abstract closure relation on the set of k-terms, independently of any specific
choice of axioms and rules of inference. By a closure relation on Ξ ⊆ Tek

Σ we
mean a binary relation 
 ⊆ P(Ξ) × Ξ between subsets of Ξ and individual
elements of Ξ satisfying for all Γ,Δ ⊆ Ξ the following conditions: (1) Γ 
 γ̄ for
each γ̄ ∈ Γ ; (2) Γ 
 ϕ̄ and Δ 
 γ̄ for each γ̄ ∈ Γ implies Δ 
 ϕ̄. The closure
relation is finitary if Γ 
 ϕ̄ implies Δ 
 ϕ̄ for some globally finite subset Δ of Γ .
It is substitution-invariant if Γ 
 ϕ̄ implies σ(Γ ) 
 σ(ϕ̄) for every substitution
σ : X → TeΣ . Every closure relation 
 on Ξ has a natural extension to a relation,
also denoted by 
, between subsets of Ξ. It is defined by Γ 
 Δ if Γ 
 ϕ̄ for
each ϕ̄ ∈ Δ.

Definition 7. A hidden k-logical system (hidden k-logic for short) over a hidden
signature Σ is a pair L = 〈Σ,
L〉, where Σ is a hidden signature and 
L is a
substitution-invariant closure relation on the set (Tek

Σ)VIS of visible k-terms. A
hidden k-logic is specifiable if 
L is finitary.

A hidden k-logic with VIS = SORT will be called a visible k-logic, or simply
a k-logic. As usually, in this framework k-terms will be called k-formulas and
the set Tek

Σ will be represented by Fmk(L).
Hidden k-logics are useful mainly because they encompass not only the 2-

dimensional hidden and standard equational logics, but also Boolean logics; these
are 1-dimensional multisorted logics with Boolean as the only visible sort, and
with equality-test operations for some of the hidden sorts in place of equality
predicates. It also includes all assertional logics in the purview of AAL. By this
way we obtain a unified theory for a variety of logical systems such as sentential
logics, equational logics, order logics, and the hidden versions of all of these (see
[Martins 2004]).

Normally a specifiable hidden k-logic is presented by a set of axioms (visible
terms) and inference rules of the general form
1 In the case of single-sorted 1-data structures, this result was well known in the

literature of sentential logic; see for example [Blok and Pigozzi 1989].
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ϕ̄0 :V0, . . . , ϕ̄n−1 :Vn−1

ϕ̄n :Vn
, (2)

where ϕ̄0, . . . , ϕ̄n are all visible k-terms. A visible k-term ψ̄ is directly derivable
from a set Γ of visible k-terms by a rule such as (2) if there is a substitution
h : X → TeΣ such that h(ϕ̄n) = ψ̄ and h(ϕ̄0), . . . , h(ϕ̄n−1) ∈ Γ .

Given a set AX of visible k-terms and a set IR of inference rules, we say
that ψ̄ is derivable from Γ by the set AX and the set IR if there is a finite
sequence of k-terms, ψ̄0, . . . , ψ̄n−1 such that ψ̄n−1 = ψ̄, and for each i < n either
(a) ψ̄i ∈ Γ , or (b) ψ̄i is a substitution instance of a k-term in AX or (c) ψ̄i is
directly derivable from {ψ̄j : j < i} by one of the inference rules in IR. It is well
known, and straightforward to show, that a hidden k-logic L is specifiable iff
there exists a (possibly) infinite set of axioms and inference rules such that, for
any visible k-terms ψ̄ and any set Γ of visible k-terms, Γ 
L ψ̄ iff ψ̄ is derivable
from Γ by the given set of axioms and rules.

Let L be a (not necessarily specifiable) hidden k-logic. By a theorem of L
we mean a (necessarily visible) k-term ϕ̄ such that 
L ϕ̄, i.e., ∅ 
L ϕ̄. The
set of all theorems is denoted by Thm(L). A rule such as (2) is said to be a
derivable rule of L if {ϕ̄0, . . . , ϕ̄n−1} 
L ϕ̄n. A set of visible k-terms T closed
under the consequence relation, i.e., T 
L ϕ̄ implies ϕ̄ ∈ T , is called a theory
of L. The set of all theories is denoted by Th(L); if forms a complete lattice
under set-theoretic inclusion. Given any set of visible k-terms Γ , the set of all
consequences of Γ , in symbols ConL(Γ ), is the smallest theory that contains Γ .
Clearly, ConL(Γ ) = { ϕ̄ ∈ (Tek

Σ)VIS : Γ 
L ϕ̄}.
If σ : Σ → Σ′ is a hidden signature morphism and, L and L′ are hidden

k-logics over Σ and Σ′ respectively, taking into account the discussion above, it
will be worth considering Fmk(L) = Tek

Σ(X) and Fmk(L′) = Tek
Σ′(X ′).

3.1 Semantics

Let A = 〈A, F 〉 be a k-data structure. A visible k-term ϕ̄:V is said to be a
semantic consequence of a set of visible k-terms Γ in A, in symbols Γ |=A ϕ̄,
if, for every assignment h : X → A, h(ϕ̄) ∈ FV whenever h(ψ̄) ∈ FW for every
ψ̄ :W ∈ Γ . A visible k-term ϕ̄ is a validity of A, and conversely A is a model of
ϕ̄, if |=A ϕ̄. A rule such as (2) is a validity, or a valid rule, of L, and conversely
A is a model of the rule, if {ϕ̄0, . . . , ϕ̄n−1} |=A ϕ̄n. A formula ϕ̄ is a semantic
consequence of Γ for an arbitrary classK of k-data structures over Σ, in symbols
Γ |=K ϕ̄, if Γ |=A ϕ̄ for each A ∈ K. Similarly, a k-term or rule is a validity of
K if it is a validity of each member of K.

A is a model of a hidden k-logic L if every consequence of L is a semantic
consequence of A, i.e., Γ 
L ϕ̄ always implies Γ |=A ϕ̄. The class of all models of
L is denoted by Mod(L). If L is a specifiable hidden k-logic, then A is a model
of L iff every axiom and rule of inference is a validity of A. The class of all
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reduced models of L, i.e., all models 〈A, F 〉 such that Ω(F ) = idA, is denoted
by Mod∗(L).

The proof of the following result can be found in [Martins and Pigozzi 2003].
For sentential logics the result is well known; see for example [Wójcicki 1988].

Theorem 8 (Completeness theorem for k-logics). For any hidden k-logic
L,


L = |=Mod(L) = |=Mod∗(L),

i.e., for every set of k-terms Γ and any k-term ϕ̄, Γ 
L ϕ̄ iff Γ |=Mod(L) ϕ̄ iff
Γ |=Mod∗(L) ϕ̄.

We now present a version of the Satisfaction Lemma for k-data structures
over hidden signatures. The equational version for ordinary algebras is due to
Burstall and Goguen (see [Goguen and Burstall 1992]). For the hidden equa-
tional case the result can be found in [Roşu 2000].

Lemma9 (Satisfaction Lemma). Let σ be a hidden signature morphism from
Σ to Σ′, Γ ∪ {ϕ̄} ⊆ Tek

Σ(X)VIS and A′ = 〈A′, F 〉 a k-data structure over Σ′.
Then

σ(Γ ) |=A′ σ(ϕ̄) iff Γ |=A′ �σ
ϕ̄.

Proof. (⇒) Assume that σ(Γ ) |=〈A′,F 〉 σ(ϕ̄). Let g : X → A′ �σ be an arbitrary
assignment. Suppose that g(Γ ) ⊆ F . Let g′ : X ′ → A′ be an assignment such
that g′ �σ = g. Thus, g(Γ ) = g′ �σ(Γ ) = g′(σ(Γ )).

Hence, g′(σ(Γ )) ⊆ F . By hypothesis, g′(σ(ϕ̄)) ∈ F . Since g′(σ(ϕ̄)) = g′ �σ(ϕ̄) =
g(ϕ̄) then g(ϕ̄) ∈ F .

(⇐) Assume now Γ |=〈A′ �σ ,F 〉 ϕ̄ and let g : X ′ → A′ be an assignment.
Suppose that g(σ(Γ )) ⊆ F . Then, g �σ(Γ ) = g(σ(Γ )) ⊆ F . Hence, by hypothesis,
g �σ(ϕ̄) ∈ F . Since g �σ(ϕ̄) = g(σ(ϕ̄)), then g(σ(ϕ̄)) ∈ F . �

3.2 Hidden equational logic

Let Σ be a hidden signature. In our approach to the hidden equational case,
a 2-term 〈t, s〉 over Σ is intended to represent the equation t ≈ s and a rule
〈t0, s0〉, . . . , 〈tn−1, sn−1〉

〈tn, sn〉 represents the conditional equation t0 ≈ s0, . . . , tn−1 ≈
sn−1 → tn ≈ sn. The set of all equations over Σ is denoted by EqΣ.

As a consequence of the restriction to visible k-terms in our formalization
of hidden k-logics, the non-visible part of our hidden equational logic is truly
hidden; indeed no representation of the equality predicate between elements
of the hidden domains even exists in the object language. In reasoning about
hidden data in the object language, only visible properties expressible in the form
of conditional equations are allowed. Equality predicates over the hidden sorts
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are however present in our second version of equational logic (technically, this is
accomplished by simply modifying the signature by making all sorts visible). But
this is done solely for the purpose of being able to express behavioral equivalence
in the object language. The interplay between these two versions of equational
logics is a characteristic feature of our abstract algebraic logic approach to the
OO paradigm (see [Martins 2004] and [Martins and Pigozzi 2003]).

Definition 10 (Free hidden equational logic). Let Σ be a hidden signature
and VIS its set of visible sorts. The free hidden equational logic overΣ, in symbols
HELΣ , is the specifiable hidden 2-logic presented as follows.

Axioms: x:V ≈ x:V , for all V ∈ VIS

Inference rules: for each V,W ∈ VIS,

(IR1)
x:V ≈ y :V
y :V ≈ x:V

,

(IR2)
x:V ≈ y :V, y :V ≈ z :V

x:V ≈ z :V
,

(IR3)
ϕ:V ≈ ψ :V

ϑ(x/ϕ):W ≈ ϑ(x/ψ):W
, for each ϑ ∈ TeW and each x ∈ XV .

The (unrestricted) free equational logic over Σ, EQLΣ , contains an equality
predicate for each sort, visible and hidden. The axioms and inference rules of
the free EQLΣ are the same as those of the free HELΣ , except that now V and
W are allowed to range over all sorts. Thus the free EQLΣ can be viewed as the
free HELΣ′ , where Σ′ differs from Σ only in that all sorts are assumed to be
visible.

Remark. An extension of equational logic, which encompasses algebras with pos-
sibly empty domains, has been considered in the literature. If algebras with
empty domains are allowed, then any equation with a quantified variable x:S
will be vacuously satisfied by any algebra having empty S-domain. This happens
even in the case when the variable does not occur in the equation. Thus, if we
want to deal with such algebras, in order to guarantee that the completeness
theorem for an equational logic holds, we have to view an equation as a triple
(X, t, t′), where X is a set of quantified variables that does not necessarily coin-
cide with Var(t)∪Var(t′). Since in our approach the carrier sets of algebras are
nonempty, we can assume that only those variables which occur in t or in t′ are
universally quantified, and hence we may omit them. This is tacitly assumed in
Definition 10.

We should note that the completeness theorems, Theorem 8 and Theorem
13, are valid in general only under the assumption that all sort domains of
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models are nonempty. If this restriction is lifted, then a more complex forma-
lization of equational logic is required; see for example [Ehrig and Mahr 1985].
However, a complete and sound equational calculus can still be formulated (see
[Goguen and Meseguer 1985]). ♦

If we add additional axioms and inference rules of visible sort to a free HELΣ

(a free EQLΣ) we obtain an (applied) hidden equational logic ((applied) equa-
tional logic) that we simply denote by HELΣ (EQLΣ). We refer to these new
axioms and inference rules as extra-logical ; in view of the completeness theorem
(Theorem 13 below) they correspond respectively to identities and conditional
identities, respectively, of the class of models of L.

A k-data structure A = 〈A, F 〉 is a model of the free HELΣ iff F is a
congruence on the visible part of A. In this case F is called a VIS-congruence.
In the free EQLΣ the models are the 2-data structures 〈A, F 〉 where F is a
congruence with no part of it hidden, i.e., a congruence on the entire algebra A;
the theories are the congruences on the term algebra. Models of the free HELΣ

(the free EQLΣ) of the form 〈A, idAVIS〉 (〈A, idA〉) are called equality models.
The class of all equality models of a HELΣ (an EQLΣ) L is denoted by Mod=(L).
Since every equality model is uniquely determined by its algebraic reduct, we
shall not bother in distinguishing them in the sequel. Thus, for every HELΣ L
we identify Mod=(L) with {A : 〈A, idAVIS〉 ∈ Mod=(L) }, and similarly for the
equality models of a EQLΣ .

When applied to hidden equational logics, Theorem 6 has an alternative for-
mulation.

Theorem 11 ([Martins and Pigozzi 2003]). Let Σ be a hidden signature and
let A = 〈A, F 〉 be a model of the free HELΣ. Then, for every S ∈ SORT and all
a, a′∈ AS, a ≡ a′

(
Ω(F )S) iff for every visible context ϕ(z :S, u0 :Q0, . . . , um−1 :

Qm−1):V and for all 〈b0, . . . , bm−1〉 ∈ AQ0 × . . .×AQm−1 ,〈
ϕA(a, b0, . . . , bm−1), ϕA(a′, b0, . . . , bm−1)

〉 ∈ FV .

For equality models (F = idAVIS) this result was obtained independently by
Goguen and Malcolm [Goguen and Malcolm 2000]. For hidden equational logics
the Leibniz relation has the following useful property which also can be found in
[Goguen and Malcolm 1999, Goguen and Malcolm 2000] for the case of equality
models.

Corollary 12 ([Martins and Pigozzi 2003]). Let A = 〈A, F 〉 be a model of
the free HELΣ. Then Ω(F ) is the largest congruence in A whose visible part is
F .

The following completeness theorem for hidden and unrestricted equational
logic is a special case of Theorem 8 (see [Martins and Pigozzi 2003]).
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Theorem 13 (Completeness theorem for hidden equational logic). Let
L be a HELΣ. Then the following are equivalent for every visible conditional
equation ξ.

(i) ξ is a derivable rule of L;

(ii) ξ is a valid rule of Mod(L);

(iii) ξ is a quasi-identity of Mod=(L);

(iv) ξ is a quasi-identity of Mod∗(L).

In particular, a visible or unrestricted equation ψ is a theorem of L iff it
is validity of Mod(L) iff it is an identity of Mod=(L) iff it is an identity of
Mod∗(L).

3.3 Behavioral logic

Intuitively, two hidden data elements of the same type are behaviorally equivalent
if any visible procedure whose parameter is of this common type returns the same
result when executed with either of the two corresponding objects as input.
The notion arises from the alternative view of a data structure as a transition
system in which the hidden data elements represent states of the system and
the operations (called methods) that return hidden elements induce transitions
between states.

Behavioral equivalence has been widely used as a tool for importing the
techniques and intuitions of transition systems into the algebraic paradigm. The
concept of behaviorally valid consequence was introduced in order to reason ef-
fectively about behavioral equivalence. The main method of behaviorally valid
consequence proof theory has been coinduction combined with ordinary equa-
tional deduction.

The idea of behavioral validity for equations and conditional equations is
due to Reichel (see [Reichel 1985]). These notions and their proof theory have
been studied by a number of researchers; namely Goguen, Malcolm and Roşu(
[Goguen and Malcolm 1999],[Goguen and Malcolm 2000],[Goguen et al. 2002],

[Roşu 2000] and [Roşu and Goguen 2001]
)

; Bidoit, Hennicker and Kurz(
[Bidoit et al. 1995], [Bidoit et al. 2003] and [Hennicker 1997]

)
; Bouhoula and

Rusinowitch [Bouhoula and Rusinowitch 1995] and Leavens, Pigozzi and Mart-
ins

(
[Leavens and Pigozzi 2002], [Martins and Pigozzi 2003]and[Martins 2004]

)
.

The behavioral logic of a hidden k-logic is defined as a relation between sets
of equations and individual equations as follows.
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Definition 14. Let A = 〈A, F 〉 be a k-data structure over a hidden signature
Σ.

(i) An equation t ≈ t′ is said to be a behaviorally valid consequence in A of
a set E of equations, in symbols E |=beh

A t ≈ t′, if, for every assignment
h : X → A, h(t) ≡ h(t′) (Ω(F )) whenever h(s) ≡ h(s′) (Ω(F )) for every
equation s ≈ s′ in E.

(ii) An equation t ≈ t′ is behaviorally valid in A if |=beh
A t ≈ t′. A conditional

equation t0 ≈ t′0, . . . , tn−1 ≈ t′n−1 → tn ≈ t′n is behaviorally valid in A if
{t0 ≈ t′0, . . . , tn−1 ≈ t′n−1} |=beh

A tn ≈ t′n.

Definition 15. Let K be a class of k-data structures over a hidden signature
Σ.

(i) An equation t ≈ t′ is said to be a behavioral consequence in K of a set E of
equations, in symbols E |=beh

K t ≈ t′, if E |=beh
A t ≈ t′ for every A ∈ K.

(ii) An equation or conditional equation is behaviorally valid in K if it is behav-
iorally valid in every A ∈ K.

Definition 16 (Behavioral validity over L). Let L be a hidden k-logic over
a hidden signature Σ.

(i) An equation t ≈ t′ is said to be a behavioral consequence over L of a set E of
equations, in symbols E |=beh

L t ≈ t′, if E |=beh
A t ≈ t′ for every A ∈ Mod(L).

(ii) An equation or conditional equation is behaviorally valid over L if it is
behaviorally valid in every A ∈ Mod(L).

Since |=beh
L = |=K , with K being the class of 2-data structures

{〈A, Ω(F )〉 :
〈A, F 〉 ∈ Mod(L)

}
we have

Theorem 17 ([Martins 2004]). Let L be a hidden k-logic. Then |=beh
L is a

substitution-invariant closure relation on Fm(L)2, i.e., |=beh
L is a hidden 2-logic,

which we call the behavioral logic of L.

4 Behavioral Institutions

Institutions are the abstract formalization of the process of transforming a first-
order model into another over a different signature by reduction, together with
the associated translation of formulas between the two signatures which pre-
serves satisfiability. More precisely, assume that Σ′ ⊆ Σ are two signatures
(first-order languages) and M is a first-order structure over Σ. Any first-order
formula ϕ over Σ′ is also a Σ-formula, and the “translation” of ϕ into itself
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preserves satisfaction in the sense that ϕ is satisfiable in M if and only if it
is satisfiable in the Σ′-reduct of M. The notion of institution was introduced
by Goguen and Burstall in [Goguen and Burstall 1992] to abstract the notion of
logical system, like first-order logic, for which this satisfaction condition holds
(see also [Goguen and Roşu 2002]).

The basic definitions and properties of institutions may be found in the book
Algebraic Foundations of System Specification [Artesiano et al. 1999], Chapter
4, by Tarlecki, or in [Tarlecki 2000]. Let us recall the definition:

Definition 18 ([Goguen and Burstall 1992]). An institution is a 4-tuple
I = 〈Sign, Sen,Mod, |=〉 consisting of:

(i) a category Sign, whose objects are called signatures ;

(ii) a functor Sen : Sign → Set which assigns a set, called the set of sentences,
to each signature;

(iii) a functor Mod : Sign → Catop that for each signature Σ gives a category
whose objects are called Σ-models and the morphisms are called Σ-model
morphisms ;

(iv) a relation |=Σ between models and sentences (i.e., |=Σ ⊆ Mod(Σ)×Sen(Σ)),
called the satisfaction relation such that for each signature morphism σ :
Σ → Σ′, each M ′ ∈ Mod(Σ′) and each ϕ ∈ Sen(Σ) the following condition
holds:

M′ |=Σ Sen(σ)(ϕ) iff Mod(σ)(M′) |=Σ ϕ. (3)

Condition (3) is usually called satisfaction condition. We denote the σ-reduct
Mod(σ)(M) by M�σ and the sentence translation Sen(σ)(ϕ) by σ̂(ϕ).

Now we define a hidden k-institution. The signature category is fixed, as well
as the set of sentences associated to each signature. We obtain different hidden k-
institutions by varying the category of models. By using the Satisfaction Lemma
we may prove that each one of them is in fact an institution.

Definition 19. A hidden k-institution is a 4-tuple Ik = 〈Sign, Sen,Mod, |=〉,
where

(i) Sign is the category HSign whose objects are all hidden signatures and whose
morphisms are the hidden signature morphisms;

(ii) Given a hidden signature Σ, the set of sentences over Σ, Sen(Σ), is the set of
all visible k-formulas over Σ. If σ : Σ → Σ′ is a hidden signature morphism
then Sen(σ) : Sen(Σ) → Sen(Σ′) is the mapping taking a k-formula ϕ̄ over
Σ to its translation under σ, σ(ϕ̄);
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(iii) For each hidden signature Σ, Mod(Σ) is a category whose objects are k-
data structures 〈A, F 〉 and the morphisms are the k-data structure homo-
morphisms. Recall, that a data structure homomorphism between two k-data
structures is a homomorphism between the underlying algebras that maps
the designated filter of the domain into a subset of the designated filter of
the target k-data structures. Moreover, if σ : Σ → Σ′ is a hidden signature
morphism then

Mod(σ) : Mod(Σ′) → Mod(Σ)
〈A, F 〉 �→ 〈A�σ, F 〉

and, if f : 〈A, F 〉 → 〈B, G〉 is a k-data structure morphism, then Mod(σ)(f)
is the reduct of f , f �σ, which is also a k-data structure morphism;

(iv) For each k-data structure A = 〈A, F 〉 ∈ Mod(Σ) and each sentence ϕ̄ ∈
Sen(Σ), 〈A, F 〉 satisfies ϕ̄, in symbols 〈A, F 〉 |=Σ ϕ̄, if |=A ϕ̄.

Given a hidden k-institution, each object of the model category, Mod(Σ),
defines a hidden k-logic, namely |=Mod(Σ). Hence, each hidden k-institution de-
termines a family of hidden k-logics. This family is interconnected by the satis-
faction condition.

4.1 Institution for behavioral logic

The notion of behavioral hidden signature morphism with respect to a given
class of k-data structures is central to formulate an institution for the behav-
ioral logic. The principal characteristic of a behavioral hidden institution for a
hidden k-institution Ik is that its signature morphisms have to be behavioral
with respect to the class of models on Ik. Informally, a behavioral hidden signa-
ture morphism is just a hidden signature morphism preserving behaviors, which
assures the satisfaction condition. Here, we introduce this concept using the
Leibniz operator, the central notion in our approach. To produce examples of
behavioral institutions, we will establish some sufficient conditions for a hidden
signature morphism to be behavioral.

Definition 20. Let σ : Σ → Σ′ be a hidden signature morphism and K a class
of k-data structures over Σ′. We say that σ is a behavioral hidden signature
morphism with respect to K if for each k-data structure A = 〈A, F 〉 ∈ K we
have

ΩA(F )�σ = ΩA�σ
(F ). (4)

In the case where Σ′ is a hidden extension of Σ and σ is the inclusion mapping
we say that Σ′ is a behavioral conservative hidden extension of Σ with respect
to K.

1036 Martins M.A. Behavioral Institutions and Refinements ...



We should note that condition (4) is the same as the one considered by
Hennicker et al. to define observational signature morphisms (see [Kurz 2002],
[Kurz and Hennicker 2002] and [Hennicker and Bidoit 1999]).

Since ΩA�σ
(F ) is, by definition, the largest congruence on A�σ compatible

with F and ΩA(F )�σ is also a congruence on A�σ compatible with F , we always
have ΩA(F )�σ ⊆ ΩA�σ

(F ).

Remark. Now, we establish some remarks about behavioral hidden signature
morphisms.

• If Σ′ is an algebraic hidden extension of Σ, then the inclusion mapping
i : Σ → Σ′ is a behavioral hidden signature morphism with respect to a class
K of k-data structures if and only if, for any A ∈ K, ΩA�Σ

(F ) is compatible
with the interpretation in A of any operation symbol in OP′ \ OP. In fact, this
last condition implies that ΩA�Σ

(F ) is a congruence on A. Clearly, it also is
compatible with F . Thus, ΩA�Σ

(F ) ⊆ ΩA(F ) = ΩA(F )�Σ .

• For each hidden signature Σ, a standard algebraic extension of Σ is any
signature Σ[C] := Σ ∪ {c : → S |S ∈ HID} obtained from Σ by adding a
new constant for each hidden sort S. The inclusion mapping i : Σ → Σ[C]
is a behavioral hidden signature morphism with respect to any class K of k-
data structures over Σ[C]. In fact, let A = 〈A, F 〉 be a k-data structure over
Σ[C]. Suppose that a ≡ a′

(
ΩA�Σ

(F )
)
. Let ϕ̄(z, x̂:Q̂) ∈ Ck

Σ[C][z :S]VIS and

b̂ ∈ A
bQ. We define ϕ̄′(z, x̂, ŷ) to be the k-context obtained from ϕ̄ by replacing

each occurrence of the new constants by a new variable of the same sort. By
hypothesis, we have that ϕ̄′A�Σ (a, b̂, (cA)c∈I) ∈ F iff ϕ̄′A�Σ (a′, b̂, (cA)c∈I) ∈
F . That is, ϕ̄A(a, b̂) ∈ F iff ϕ̄A(a′, b̂) ∈ F . Therefore, a ≡ a′ (ΩA(F )). ♦

The next Lemma is the behavioral version of the Satisfaction Lemma. We
have to require the signature morphism to be behavioral with respect to the
class K of k-data structures we are considering.

Lemma21 (Behavioral Satisfaction Lemma). Let K be a class of k-data
structures over a hidden signature Σ′ and σ : Σ → Σ′ be a behavioral hidden
signature morphism with respect to K. Then for any A = 〈A, F 〉 ∈ K and every
E ∪ {t ≈ t′} ⊆ EqΣ the following condition holds:

E |=beh
A�σ

t ≈ t′ iff σ(E) |=beh
A σ(t) ≈ σ(t′).

Proof. (⇒) Assume E |=beh
A�σ

t ≈ t′ and let g : X ′ → A be an assignment.
Suppose that g(σ(E)) ⊆ ΩA(F ). Then, g �σ(E) ⊆ ΩA(F )�σ = ΩA�σ

(F ). Hence,
by hypothesis, g �σ(t ≈ t′) ∈ ΩA�σ

(F ). Since g �σ(t ≈ t′) = g(σ(t) ≈ σ(t′)), then
g(σ(t) ≈ σ(t′)) ∈ ΩA(F ).

(⇐) Assume now that σ(E) |=beh
A σ(t) ≈ σ(t′). Let g : X → A�σ be an

arbitrary assignment. Suppose that g(E) ⊆ ΩA�σ
(F ). Let g′ : X ′ → A be an
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assignment such that g′ �σ = g. We have that g(E) = g′�σ(E) = g′(σ(E)). So,
g′(σ(E)) ⊆ ΩA�σ

(F ) = ΩA(F )�σ. Then, g′(σ(t) ≈ σ(t′))) ∈ ΩA(F )�σ. That is,
g((t ≈ t′)) ∈ ΩA�σ

(F ). �

This Lemma suggests the following definition of behavioral hidden institution
for a given hidden k-institution Ik. The category of models is the same as the one
in Ik and the satisfaction relation is fixed as being the behavioral consequence
relation. We may obtain different behavioral institutions for a given hidden k-
institution Ik by varying the class of morphisms from Σ to Σ′ among the classes
of behavioral hidden signature morphisms with respect to Mod(Σ′).

A systematic way of defining an institution for the behavioral equivalence in
the context of observability and reachability was presented in [Kurz 2002]. The
following definition can be seen has an instance of the notion of behavior insti-
tution presented by Kurz in [Kurz 2002] (see also [Kurz and Hennicker 2002]).

Definition 22. Let Ik = 〈Sign, Sen,Mod, |=〉 be a hidden k-institution. A behav-
ioral hidden institution for Ik is a 4-tuple Ibeh = 〈Signbeh, Senbeh,Mod, |=beh〉,
where Mod is just the category Mod in Ik and Signbeh is the category whose
objects are all hidden signatures in Sign and whose morphisms, from Σ to Σ′,
are behavioral hidden signature morphisms with respect to Mod(Σ′) (but not
necessarily all). Given a hidden signature Σ, Senbeh(Σ) is the set of all condi-
tional equations over Σ. Finally, the satisfaction relation is defined by means of
the Leibniz congruence on the underlying algebra over the designated filter (i.e.,
the behavior of the k-data structure) as follows:

for each k-data structure A = 〈A, F 〉 over Σ and each sentence ξ ∈ Sen(Σ),
〈A, F 〉 satisfies ξ, in symbols 〈A, F 〉 |=Σ ξ, if |=beh

A ξ.

If ξ is the conditional equation C → t ≈ t′ then

〈A, F 〉 |=Σ′ σ(ξ) iff σ(C) |=beh
〈A,F 〉 σ(t) ≈ σ(t′).

Hence, by Lemma 21, we can show that the satisfaction condition holds. Conse-
quently, Ibeh is an institution.

Given a hidden k-institution, the problem we have in defining a behavioral
hidden institution lies in the proper choice of the signature morphisms, which
have to be behavioral hidden signature morphisms with respect to the class of
models. We are going to present some conditions that guarantee that a hidden
signature morphism is a behavioral hidden signature with respect to specific
classes of k-data structures. This allows us to formulate different behavioral
hidden institutions. The institutions for the behavioral logic we propose here
are formulated in the context of loose-data semantics, instead of fixed seman-
tics studied by Goguen et al. in [Goguen and Malcolm 1999], [Roşu 2000] and
[Goguen and Roşu 1999]. Their institutions may also be seen as behavioral hid-
den institutions in our sense.
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Example 3. We say that a hidden signature σ : Σ → Σ′ is quasi-surjective if
for every operation symbol O′ ∈ OP′ for which there exists a S ∈ HID and a
c′ ∈ CΣ′ [z :σ(S)]VIS with O′ occurring in c′; there is an operation symbol O ∈
OP such that σ(O) = O′. For any quasi-surjective hidden signature morphism
σ : Σ → Σ′ and any context c′ ∈ CΣ′ [z :σ(S)]VIS there is a c ∈ CΣ [z :S]VIS

such that σ(c) = c′. This implies the following result, which shows that a quasi-
surjective hidden signature morphism is behavioral with respect to any class of
k-data structures..

Lemma23. Let σ : Σ → Σ′ be a quasi-surjective hidden signature morphism.
Then for each k-data structure A = 〈A, F 〉 over Σ′, ΩA(F ) �σ= ΩA�σ(F ).

For any hidden k-institution Ik = 〈Sign, Sen,Mod, |=〉, we may define the
hidden behavioral institution for Ik to be the institution Ibeh = 〈Signbeh, Senbeh,

Mod, |=beh〉, where the category of signatures Signbeh has hidden signatures as
objects and quasi-surjective hidden signature morphism as morphisms, and the
satisfaction relation is defined in a natural way by means of the Leibniz con-
gruence over the models’ filter. The proof that this formulation is indeed an
institution uses the behavioral version of the satisfaction lemma stated for k-
data structures A = 〈A, F 〉 in a class K and the fact that the morphisms are
behavioral hidden signature morphisms with respect to the class K (see Lemma
23). The signature morphisms in this behavioral hidden institution are defined
syntactically. Consequently, the behavioral hidden institutions do not depend on
the class of models we have in the hidden k-institution. ♦

Now we are going to establish two sufficient conditions for a hidden signature
morphism σ : Σ → Σ′ to be behavioral with respect to the class of models of a
hidden k-logic. These results may be used to formulate others behavioral hidden
institutions by restricting the signature morphisms to the ones satisfying the
condition expressed in each of the premises of each theorem.

Theorem 24. Let Σ and Σ′ be two hidden signatures and L′ be a hidden k-
logic over Σ′. Let σ : Σ → Σ′ be a hidden signature morphism. If for every
ϕ̄′(z, x̂:σ(Q̂), ŷ :R̂) ∈ Ck

Σ′ [z :σ(S)]VIS there is a ϕ̄(z :S, x̂:Q̂) ∈ Ck
Σ [z :S]VIS such

that (a) ϕ̄′(z, x̂, ŷ) 
L′ σ(ϕ̄(z, x̂)) and (b) σ(ϕ̄(z, x̂)) 
L′ ϕ̄′(z, x̂, ŷ), then σ is a
behavioral hidden signature morphism with respect to Mod(L′).

Proof. Let A = 〈A, F 〉 ∈ Mod(L′) and a, a′ ∈ A such that a ≡ a′(ΩA�σ
(F )).

Let ϕ̄′(z, x̂:σ(Q̂), ŷ :R̂) ∈ Ck
Σ′ [z :σ(S)]VIS, b̂ ∈ A

bQ and ĉ ∈ A
bR such that

ϕ̄′A(a, b̂, ĉ) ∈ F . By hypothesis, there is ϕ̄(z :S, x̂:Q̂) ∈ Ck
Σ [z :S]VIS satisfying

(a). This implies, (σϕ̄)A(a, b̄) ∈ F . Moreover, we have (σϕ̄)A(a, b̄) = ϕ̄A�σ (a, b̄).
Since we are assuming a ≡ a′(ΩA�σ

(F )), by the characterization of the Leibniz
congruence, ϕ̄A�σ(a′, b̄) ∈ F . Hence, (σ(ϕ̄))A(a′, b̄) ∈ F . And finally, by (b)
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ϕ̄′(a′, b̄, c̄) ∈ F . The other implication may be proven similarly. Therefore, a ≡
a′

(
ΩA(F )�σ(S)

)
. �

In the hidden equational case we have a simpler sufficient condition for a
hidden signature morphism to be a behavioral hidden signature morphism (for
a similar result see Goguen and Malcolm in [Goguen and Malcolm 1999]):

Theorem 25. Let Σ and Σ′ be two hidden signatures and L′ be a hidden equa-
tional logic over Σ′. Let σ : Σ → Σ′ be a hidden signature morphism. If for
each hidden sort S and each ϕ′ ∈ CΣ′ [z :σ(S)]VIS, there is a ϕ ∈ CΣ [z :S]VIS,
such that ϕ′ ≡ σ(ϕ)

(
Ω(Thm(L′))

)
(i.e., 
L′ ϕ′ ≈ σ(ϕ)), then σ is a behavioral

hidden signature morphism with respect to Mod(L′).

Proof. Let A = 〈A, F 〉 ∈ Mod(L′) and a, a′ ∈ (A�σ)S . Suppose that a ≡
a′

(
ΩA�σ

(F )S

)
.

Let ϕ′ ∈ CΣ′ [z :σ(S)]VIS and h : X ′ → A. By hypothesis, there is ϕ ∈
CΣ [z :S]VIS such that 
L′ ϕ′ ≈ σ(ϕ). Since A ∈ Mod(L′), by the completeness
theorem of hidden equational logics,

hz
a(ϕ′) ≡ hz

a(σ(ϕ)) (F ) and hz
a′(ϕ′) ≡ hz

a′(σ(ϕ)) (F ).

On the other hand, hz
a(σ(ϕ)) = hz

a �σ(ϕ) = (h�σ)z
a(ϕ) and hz

a′(σ(ϕ)) =
hz

a′ �σ(ϕ) = (h�σ)z
a′(ϕ).

By hypothesis, (h�σ)z
a(ϕ) ≡ (h�σ)z

a′(ϕ) (F ).
Therefore, hz

a(σ(ϕ)) ≡ hz
a′(σ(ϕ)) (F ). Thus hz

a(ϕ′) ≡ hz
a′(ϕ′) (F ) because F is

a VIS-congruence. Since this is true for every appropriate Σ′-context ϕ we have
a ≡ a′(ΩA(F )σ(S)).

Therefore, ΩA�σ
(F ) ⊆ Ωσ(F )�σ, for every k-data structure A ∈ Mod(L′).

So, σ is a behavioral refinement. �

5 Refinements

One of the main tasks in specification theory is the construction of models for a
given specification logic. One of the most useful processes, in algebraic specifi-
cation, to construct such a model is the stepwise specification refinement, which
consists in refining, in an admissible way, step-by-step, the given specification in
order to obtain a specification which is a precise description of an algebra. This
is done step-by-step. A refinement is a step of this process, that is, a procedure
to get a more concrete specification from a more abstract one. In some sense, a
refinement can be seen as a way to reduce the freedom we have in building mo-
dels of the specification. This freedom can be understood as the nondeterminism
of the specification. We refine the specification in order that it becomes more
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and more concrete and consequently the corresponding semantics gets less and
less loose. Eventually, we may obtain only one model, up to isomorphism.

Another way of looking at a refinement in the equational case is the following:
given a hidden equational logic L, defined by a set of conditional equations E,
and an implementation A we want to know if A is a model of any conditional
equation in E. Sometimes, it is easier to work with another hidden equational
logic L′ (over the same signature as L) defined by a set of conditional equations
E′, for which it is easier to show that A is a model. Hence, we just have to show
that the equations in E are consequences of E′. If so, L′ is called a refinement
of L. A general notion of refinement has to agree with the fact that any model
of L′ must be a model of L (Mod(L′) ⊆ Mod(L)).

The objective is to construct a sequence of specifications L1,. . . , Ln such that,
for each i, Li+1 is a refinement of Li (in the sense that, the models of Li+1 are
models of Li) and Ln is the desired description of an algebra, (see [Hannay 1999],
[Sannella and Tarlecki 1988] and [Sannella and Tarlecki 1997]). By a description
of an algebra we mean that Ln has only one model, up to isomorphism. This
process is always possible when the refinements can be vertically composed, i.e.,
the composition of two refinements, when it is well defined, is still a refinement.

This intuitive notion of refinement, based on the condition Mod(L′) ⊆ Mod(L),
presupposes that the signatures are the same. We go beyond this restriction by
allowing the signatures to differ by a hidden signature morphism. The more
concrete implementation may rename or even identify some of the abstract sorts
and operations. This allows us to define refinements between members of a larger
class of hidden k-logics.

Definition 26. Let L and L′ be two hidden k-logics over the signatures Σ and
Σ′, respectively. A hidden signature morphism σ from Σ to Σ′ is a refinement
from L to L′ (we also say that L′ is a σ-refinement of L) if for every Γ ⊆
(Tek

Σ)VIS and every ϕ̄ ∈ (Tek
Σ)VIS the following condition holds:

Γ 
L ϕ̄⇒ σ(Γ ) 
L′ σ(ϕ̄).

The following theorem is a consequence of the Satisfaction Lemma (Lemma
9). It presents an alternative semantic definition of refinement that expresses
that our notion of refinement follows the intuitive notion described above.

Theorem 27. Let L and L′ be two hidden k-logics and σ a hidden signature
morphism from Σ to Σ′. Then the following conditions are equivalent:

(i) σ is a refinement from L to L′;

(ii) for each k-data structure A = 〈A, F 〉 over Σ′, A ∈ Mod(L′) implies A�σ ∈
Mod(L).
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Proof. (i) ⇒ (ii) Let A = 〈A, F 〉 be a k-data structure over Σ′ which is a model
of L′. Suppose that Γ 
L ϕ̄. By hypothesis, σ(Γ ) 
L′ σ(ϕ̄). Since A is a model
of L′ then by the Completeness Theorem, σ(Γ ) |=A σ(ϕ̄). By the Satisfaction
Lemma, Γ |=A�σ

ϕ̄, this shows that A�σ is a model of L.

(ii) ⇒ (i) Suppose now that (ii) holds. Suppose that Γ 
L ϕ̄. Let A = 〈A, F 〉
be a model of L′. Hence, by hypothesis, A�σ is a model of L. By the Completeness
Theorem, Γ |=A�σ

ϕ̄. Finally, by applying the Satisfaction Lemma, σ(Γ ) |=A
σ(ϕ̄). Thus σ(Γ ) 
L′ σ(ϕ̄). �

5.1 Behavioral refinements

One of the main interests in the study of hidden k-logic as underlying logic of
specification of object oriented programs is their associated behavioral logics. A
refinement of a hidden k-logic need not be a refinement of the corresponding
behaviors: there may exist behavioral properties which are not preserved under
refinement. We need to impose additional conditions on the signature morphisms
in order to guarantee such properties are preserved. The hidden signature mor-
phisms with this extra property are called behavioral refinements (see Definition
28). Moreover, they may not give refinements of the original logic. In the equa-
tional case we can prove that behavioral refinements are refinements. From the
sufficient conditions we give for a hidden signature morphism to be behavioral,
we find conditions for refinements to be behavioral refinements (see Corollaries
30 and 31).

Definition 28. Let L and L′ be hidden k-logics over Σ and Σ′, respectively. A
hidden signature morphism σ from Σ to Σ′ is a behavioral refinement from L to
L′ if for all E ∪ {t ≈ t′} ⊆ EqΣ , the following condition holds:

E |=beh
L t ≈ t′ ⇒ σ(E) |=beh

L′ σ(t) ≈ σ(t′).

In this case, we say that L′ is a behavioral refinement of L.

We should note that a behavioral refinement is not necessarily a refinement
in the sense of Definition 26. However, since for hidden equational logics the
restriction of |=beh

L to visible equations coincides with the logical consequence 
L,
a behavioral refinement between hidden equational logics is always a refinement.

Our refinements (behavioral or not) can be vertically composed (see
[Sannella and Tarlecki 1988]). That is, if L, L′ and L′′ are three hidden k-logics
and σ1 and σ2 (behavioral) refinements from L to L′ and from L′ to L′′, respec-
tively, then σ2 ◦ σ1 is still a (behavioral) refinement from L to L′′.

A hidden signature morphism σ : Σ → Σ′ which is behavioral with respect
to Mod(L′), with L′ a hidden k-logic over Σ′, is always a behavioral refinement
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from any hidden k-logic L, over Σ, to L′ whenever σ is a refinement from L to
L′. This is stated in the following theorem2.

Theorem 29. Let L and L′ be hidden k-logics over Σ and Σ′, respectively; and
let σ : Σ → Σ′ be a hidden signature morphism. If σ is a refinement from
L to L′ which is also a behavioral hidden signature morphism with respect to
Mod(L′) (i.e., for every A = 〈A, F 〉 ∈ Mod(L′), ΩA�σ

(F ) = ΩA(F )�σ) then σ

is a behavioral refinement from L to L′.

Proof. Assume E |=beh
L t ≈ t′. Let A = 〈A, F 〉 be any model of L′. Since σ is

a refinement, A�σ is a model of L. Then, by our assumption, E |=beh
A�σ

t ≈ t′.
By hypothesis σ is a behavioral hidden signature morphism with respect to
Mod(L′), from Lemma 21 we have σ(E) |=beh

A σ(t) ≈ σ(t′). This shows that σ is
a behavioral refinement. �

Using Theorems 24 and 25 we can formulate sufficient conditions for a re-
finement to be a behavioral refinement.

Corollary 30. Let L and L′ be hidden k-logics over Σ and Σ′, respectively;
and let σ : Σ → Σ′ be a hidden signature morphism. If σ is a refinement
from L to L′ such that for every ϕ̄′(z, x̂:σ(Q̂), ŷ :R̂) ∈ Ck

Σ′ [z :σ(S)]VIS there is
a ϕ̄(z :S, x̂:Q̂) ∈ Ck

Σ [z :S]VIS such that (a) ϕ′(z, x̂, ŷ) 
L′ σ(ϕ̄(z, x̂)) and (b)
σ(ϕ̄(z, x̂)) 
L′ ϕ̄′(z, x̂, ŷ), then σ is a behavioral refinement from L to L′.

Corollary 31. Let L and L′ be hidden equational logics over Σ and Σ′, respec-
tively; and let σ : Σ → Σ′ be a hidden signature morphism. If σ is a refinement
from L to L′ such that for each hidden sort S and each ϕ′ ∈ CΣ′ [z :σ(S)]VIS,
there is a ϕ ∈ CΣ [z :S]VIS, such that ϕ′ ≡ σ(ϕ)

(
Ω(Thm(L′))

)
(i.e., 
L′ ϕ′ ≈

σ(ϕ)), then σ is a behavioral refinement from L to L′.

Given two hidden equational logics L and L′ over hidden signatures Σ and
Σ′, respectively. If σ : Σ → Σ′ is a surjective mapping then σ is a refinement
from L to L′ if and only if σ is a behavioral refinement from L to L′ (it is enough
to see that for every context ϕ′ ∈ CΣ′ [z :σ(S)]VIS there is a ϕ ∈ CΣ [z :S]VIS such
that σ(ϕ′) = ϕ and so 
L′ ϕ′ ≈ σ(ϕ)).

5.1.1 Examples of refinements

Example 4. (State Transition Systems with evaluation by natural num-
bers – revisited)
Consider the following hidden equational logics L and L′ over Σ and Σ′, respec-
tively (Σ and Σ′ are defined in Example 1):
2 As far as we know, in the general case, the converse of this result still is an open

question.
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Axioms of L:

(AX1) axioms of natural numbers with partial order compatible with successor
(i.e., n ≤ m implies s(n) ≤ s(m)) and zero being the least element; plus the
axioms for the booleans;

(AX2)
(
a(x) ≤ b(d(x))

) ≈ true.

Axioms of L′:
The same as L except that we replace the last axiom by(

f(x) ≤ f(g(x))
) ≈ true.

It is not difficult to show that σ, defined in Example 1, is a behavioral refine-
ment. In fact, we have already shown in Example 2 that σ is surjective. Thus,
for every visible Σ′-context ϕ′ there is a visible Σ-context such that σ(ϕ) = ϕ′,
which, obviously, implies ϕ′ ≡ σ(ϕ)

(
Ω(Thm(L′))

)
. In order to apply Corollary

31, we only need to show that σ is a refinement from L to L′. Let A ∈ Mod(L′).
Since the previous axiom is just the translation of (AX2) under σ, A�σ is a model
of L. By Theorem 27, σ is a refinement. Therefore, σ is a behavioral refinement
from L to L′. ♦

Example 5. Another behavioral refinement of the hidden equational logic L de-
fined in the previous example is the hidden equational logic L′′ over the signa-
ture Σ and with the same axioms as L except the last one, which is replaced by
b(d(x)) ≈ s(a(x)). This can be shown similarly to the previous case. ♦

6 Related and future work

An extensive study concerning hidden k-logics was presented in [Martins 2004].
The author has shown that hidden k-logics are a natural generalization of de-
ductive systems in the AAL field. Tools and arguments of AAL were used to
establish results in the specification and verification theory of OO programs.

Hidden k-logics were firstly introduced in [Martins and Pigozzi 2003], where
the authors dedicated a special attention to the equational case to derive proper-
ties about the behavioral logic of hidden equational logics. The main result is the
characterization of the behaviorally specifiable logics as the finitely equivalential
ones.

Different formulations of the notion of institution for behavioral logic can
be found in the literature. They are all based on some version of the Satisfac-
tion Lemma. The Satisfaction Lemma for the equational case and for ordinary
algebras is due to Burstall and Goguen (see [Goguen and Burstall 1992]). For
hidden logics this result can be found in [Roşu 2000].
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Goguen and Roşu, [Goguen and Roşu 1999], define an institution for the be-
havioral logic of hidden equational logics over hidden fixed-data semantics. They
define their signature morphisms as the hidden morphisms σ : Σ → Σ′, which
for any observable operations symbol3 δ′ in Σ′ of type S0, . . . , Sn−1 → V , with
at least one argument of hidden sort, there exists an observable operation sym-
bol δ such that σ(δ) = δ′. Moreover, if we assume that all operation symbols are
observable operation symbols, as we do in this paper, then this condition implies
that their signature morphisms are surjective. This condition forces the satis-
faction condition to hold without any restrictions on the operation symbols. We
should emphasize that their institution is formulated in the context of fixed-data
semantics.

Based on the definitions of hidden signature and hidden signature morphism
given in [Goguen 1989], Burstall and Diaconescu present an abstract descrip-
tion of an institution for the behavioral logic of hidden equation logic (see
[Burstall and Diaconescu 1994]). Their hidden signatures, besides being consid-
ered in the context of fixed-data semantics, also have restrictions about the kind
of operations they may have. The signatures must have at most one argument of
hidden sort. Such signatures are called monadic fixed-data signatures. The work
of Burstall and Diaconescu goes further by discussing the notion of “hiding” in
an institution.

In [Hennicker and Bidoit 1999] Hennicker and Bidoit give an institutional
approach to the behavioral logic of observational logics. Their theory is in the
context of loose-data semantics. The notion of signature morphism considered is
very restrictive. Indeed, in [Hennicker and Bidoit 1999], they say: “An essential
ingredient, which up to now, is still missing, is an appropriate morphism notion
for observational logics”. The institution has first-order (possibly infinitary) for-
mulas as sentences and the signature morphisms are surjective hidden signature
morphisms. The signature morphisms are not exactly surjective. Indeed, accord-
ing with the fact that they deal with a predefined set of observable operations,
the morphisms are surjective when restricted to the subsignature defined by the
observable operations.

Here we go further taking into account both formulations. We give an ade-
quate notion of behavioral hidden institution on the context of general hidden
k-logics. Either of the previously discussed notions of institutions for the be-
havioral logic satisfy the general description we define. We also give a specific
example of a behavioral hidden institution for a hidden k-institution I based on
the notion of quasi-injective morphism. This institution is independent of the
category of models we have in I. Moreover, our behavioral institution deals with
loose-data semantics and avoids the infinitary logic of Hennicker and Bidoit and
3 Goguen et al. did not give any specific name to this kind of operation symbols.

Here, we follow Bidoit’s terminology. Observable operation symbols are the operation
symbols used to build the admissible contexts.
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the monadic requirements of Burstall and Diaconescu.
In [Kurz 2002] was presented a systematic way to construct an institution

that accommodates the relation of behavioral equivalence (indistinguishability)
in the context of observability and reachability. Moreover, Kurz has shown that
his general framework can be applied to observational logic, constructor-based
logic, and constructor-based observational logic. Reachability was dealt with as
a dual of observability (see also [Kurz and Hennicker 2002]).

Behavioral refinements in the context of hidden logics have been studied
by several researchers. A very abstract theory of refinements can be found in
Sannella and Tarlecki ([Sannella and Tarlecki 1997], [Sannella 2000]).

There are various notions of refinement (also called implementations, see
[Hannay 1999], [Sannella and Tarlecki 1988] and [Sannella and Tarlecki 1997]).
Some of them are defined between general specifications which are described
by giving its signature and its class of models (for example the Bidoit et al.
approach). On the other hand, Goguen et al. in [Malcolm and Goguen 1996],
consider refinements in the context of hidden equational logics which are defined
by conditional equations. Hennicker and Bidoit develop a method of reasoning
about behavioral refinements ([Hennicker 1997]). Goguen, Malcolm and Roşu
use their coinduction methods to prove correctness of behavioral refinements
between hidden equational logics ([Goguen and Malcolm 1999, Lin et al. 2000]
and [Hannay 1999]).

In this work we use the notion of Leibniz congruence to give a sufficient
condition for a refinement to be a behavioral refinement from L to L′. Namely,
we show that if the σ-reduct of the Leibniz congruence on any model of L′ is
equal to the Leibniz congruence on the σ-reduct of the model, then σ being a
refinement from L to L′ is enough for it to be a behavioral refinement. The
main differences from the other approaches concern the fact that we deal with
loose-data semantics instead of only fixed-data hidden signatures and we make
use of the powerful notion of Leibniz congruence. However, we have to follow
assumptions regarding our interpretation of the object oriented paradigm that
requires the axioms to be visible conditional equations.

6.1 Future work

The final objective in the stepwise refinement process described above is to refine
a specification “step-by-step” until we obtain a specification that is categorical
in the sense that it has only one model up to isomorphisms. An interesting topic
of research will be to find precise conditions, if possible applicable in practice,
for a hidden k-logic to be categorical. As far as we know, in the general case of
hidden k-logics this problem has not been solved yet.
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One of the main tasks of programming is to improve and update existing
programs. So, attention should be paid to designing programming languages to
make these processes as efficient as possible. One way of achieving this goal is to
encapsulate data representation and allow access to them only via programs that
use them as input and with visible output. This will allow changes in the code of
the visible part without look at the data which are now considered internal. On
the other hand, even if we have already some of the data representation hidden
we may want to encapsulate more data representations (this could be required
by some additional security features). The reciprocal of this process is also of in-
terest. Indeed, it may be pertinent to consider some internal data representation
as visible in order to compute its real value at each time. Hence, they should
be displayed and consequently its associated sort should be now considered as a
visible sort. This suggests a generalization of the notion of refinement. A refine-
ment of a hidden k-logic L has the same set of visible sorts as L; more precisely,
they have the same visible subsignature. It is natural to study the case when
this requirement is omitted. This means the case when a refinement of a hidden
k-logic may have a different set of visible sorts.
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