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Abstract: In this paper we present a novel methodology to recognize the layout structure of 
handwritten filled table-forms. Recognition methodology includes locating line intersections, 
correcting wrong intersections produced by what we call artefacts (overlapping data, broken 
segments and smudges), extracting correct table-form cells and using as little previous table-
form knowledge as possible. To improve layout structure recognition, a novel artefact 
identification and deletion method is also proposed. To evaluate the effectiveness of the 
methodology, a database composed of 350 handwritten filled table-form images damaged by 
different types of artefacts was used. Experiments show that the artefact identification method 
improves performance of the table-forms structure extractor that reached a success rate of 85%. 
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1 Introduction 

A table-form can be generally defined as a structured document composed by cells 
delimited by horizontal and vertical line segments. Cells can be blank or filled with 
data, either printed or handwritten. Figure 1 shows two examples of table-forms.  

A table-form recognition system aims to automatically identify the document 
structure and extract meaningful data from it. Several approaches have been proposed 
for table-form recognition [Arias et al., 1996] [Couasnon 2001] [Hori at al. 1995] [Hu 
at al., 2002] [Kieninger at al., 1998] [Thom 1997] [Watanabe at al., 1993a]. Some of 
the authors use table-form models or not damaged tables (composed by perfect 
horizontal and vertical line segments) to reduce the complexity of the problem. 
Although such approaches solve the challenge posed by many table-forms, they are 
not able to handle almost any variation on the document physical structure. This 
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drawback increases in the case of damaged tables. For further complexity reduction 
some researchers use a priori knowledge, which is not always effective to overcome 
damages. For instance, Figure 2 shows some artefacts which may be present in a 
table-form image, like handwritten draft (a), overlapping of handwritten data with 
table cells line segments (b), and flaws of the line segments (c). 

 

 
(a) 

 

 

(b) 

Figure 1: Examples of table-forms with pre-printed fields: (a )blank, and (b) filled 
with handwritten data. 

Figure 2 helps to see the lack of predictive pattern in artefacts and to understand 
why this can interfere in the performance of a table-form recognition system. We list 
three main problems related to table interpretation: 

 
Problem 1 – P1: Imperfections of the table-form line segments. 
Problem 2 – P2: Presence of overlapping data. 
Problem 3 – P3: Presence of handwritten drafts or smudges. 

 

  
 

( a ) ( b ) ( c ) 

Figure 2: Examples of artefacts in table-forms 
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Several researchers have partially solved these problems: 
 

• P1: Shinjo [Shinjo at al., 2001] use previous knowledge to detect and correct 
damaged table corners. Shimotsuji and Asano [Shimotsuji at al., 1996] use 
table models with imperfections as previous knowledge in order to ease the 
interpretation process. Hu  [Hu at al., 2002] uses a table analyzer with 
information of the distances among the lines of the table. Fan et al. [Fan at 
al., 1995] analyze the known distances among points in clusters, through a 
grouping technique. 

• P1 and P3: Arias and Kasturi [Arias et al., 1996] [Arias et al., 1995] use the 
morphological closing operator to eliminate imperfections and to recover 
extinguished segment lines for the analysis of table-form intersections. Liang 
[Liang at al., 1996] considers noise and imperfections as previous 
knowledge. Doermann [Hori at al., 1995] and Hirano et al. [Hirano at al., 
2001] use table models with noise and imperfections. Pizano [Pizano 1992]  
reduces the image to eliminate noisy segments and uses the minimum 
parameters of width and distance to eliminate the remaining noise; 

• P1, P2 and P3: Watanabe [Watanabe at al., 1993b] [Watanabe at al., 1995] 
presents two procedures, one to be used when no information is previously 
known and another which stores artefacts (noise) characteristics in a 
knowledge base. Couasnon [Couasnon 2001] uses previous noise and 
imperfections knowledge as grammar rules. Tran van Thom [Thom 1997] 
reduces the image and uses threshold for detecting and correcting segments 
with imperfections. 

 
In this paper, we present a table-form recognition methodology able to treat 

damaged tables. Damages are produced by what we generically call artefacts 
(overlapping data, broken segments, smudges, etc.), as depicted in Figure 2. Our aim 
is to solve the above listed problems (P1, P2, P3) and our challenge is to reduce the 
use of previous table-form knowledge. The only knowledge we assume beforehand is 
that we deal with closed table-forms with corners formed by line segments that 
intersect orthogonally. We call that "little knowledge". Our method does not need 
beforehand information about number of cells, document skew, handwritten and 
preprinted data, interrupted segments or data overlaps.  

The rest of the paper is organized as follows: our approach, consisting of the 
intersections identification, corner detection and correction and cell extraction stages, 
is described in Section 2. Experimental results and discussions are presented in 
Section 3. Section 4 presents conclusions and final remarks. 

2 Methodology 

The methodology is developed in three steps, namely: Identification of Table-form 
Intersections, Corner Detection and Correction, and Table Cell Extraction, as 
illustrated in the Figure 3: 
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Figure 3: Proposed methodology. 

2.1 Step 1. Identification of Table-Form Intersections. 

Morphological structuring elements are used to detect seeds corresponding to the cell 
corner types shown in Figure 4, from the horizontal and vertical line segments 
intersections in the table. These structuring elements were built with 36 pixels 
because in our experiments this was found to be the best size to process most types of 
table-forms. The cell extraction method consists in initially locating and extracting the 
line intersections, in order to determine cell position and shape. In this step, 9 
intersection models are considered, represented hierarchically by numbers (Figure 4) 
[Arias et al., 1995]. The intersection location method is based on the use of binary 
mathematical dilation [Neves at al., 2003a] [Neves at al., 2003b] and 9 structuring 
elements having the same shapes of the intersections. In order to cut down on memory 
and calculating time, only the structuring elements corresponding to the first 4 
intersections (1,2,3,4) shown in Figure 4 are used to find all corner types [Neves at 
al., 2003a] [Neves at al., 2003b] . This simplification is possible, because the 
remaining intersection types (5, 6, 7, 8, 9) can be obtained from combinations of the 
first four types.  
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Figure 4: Representation of the nine intersection types 

 
(a)  

 

 
(b) 

 

 
(c ) 
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(d) 

 

 
(e)  

Figure 5: Identified intersections for table-form in Figure 1.b: (a) image with 
intersections type 1, 6, 5 and 9; (b) image with intersections type 2, 6, 7 and 9; (c) 
image with intersections 3, 8, 7 and; (d) image with intersections type 4, 8, 5 and 9; 
(e) union of all intersections for binary reconstruction. 

After the initial locating stage, an image is created with the union of all line 
intersections previously found. Figures 5 (a, b, c, d and e) show the images obtained 
from the table-form in Figure 1.b. This image will be used for generation of the 
physical and real arrays.  

The first array, called physical array, contains information about the physical 
table structure, such as, number of rows, number of columns and lines position, as 
shown in Figure 6. Data for this array is obtained from horizontal and vertical 
projection profiles of image union, after submitting it to a morphological binary 
reconstruction. The second array, called real array, contains the identification and 
location of each intersection found in the table-form. Data for the real array is 
obtained from evaluation of the physical array and from the line intersection images 
generated in the previous steps. Each number in the real array corresponds to an 
intersection in the table-form, as shown in Figure 7. 

2.2 Step 2. Corner detection and correction. 

Some of the identified intersections in the table-form may not be genuine ones. 
Wrong intersections produced by overlapping data, broken segments and smudges can 
exist, this being the reason why detecting and solving errors is a fundamental step. 
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Detecting errors in the physical structure is performed by analyzing the real array, 
trying to verify and identify the possible errors originated in the previous 
identification steps (Figures 6 and 7). To allow automation of searching and detecting 
errors in the physical structure, Rejection Tables for the North-South, West-East, 
North-East, North-West, South-East and South-West neighborhood directions of each 
table-form intersection were prepared for all intersection types (1 to 9). The Rejection 
Tables store the incompatible neighboring corners of the analyzed intersection. The 
underlying principle of this process is to analyze intersection neighborhoods in the six 
defined directions, by comparing real array neighborhoods with the rejection table 
neighborhoods (error detection). From this comparison, acceptance tables are 
generated for the error correction process. 

Error counters were created to register the errors found in this step. Each time an 
identification error is detected the respective counter is incremented, as illustrated in 
Figure 8. 

 

 
 

 

Figure 6: Physical array of 
interpreted image 1. 

Figure 7: Real array of 
interpreted image 1. 

 
 

258 Pereira Neves L.A., de Carvalho J.M., Facon J., Bortolozzi F.: Table-form ...



 
 

(a) (b) 

Figure 8: Examples of error counters: (a) table with error, and (b) error 
identification with error counters, using Rejection Tables 

Since the processed table-forms can be filled in by machines or by hand, 
overlapping printed or handwritten information (see Figure 2.a and Figure 2.b) might 
create false intersections. These occurrences are called artefacts. In the next section, 
the artefact identification method is described. 

2.2.1 Artefact Identification 

The proposed artefact identification method is based on compactness analysis. 
Compactness is a property that expresses how large the area concentrated inside a 
given perimeter is. Compactness is measured by the compactness factor, computed 
from the perimeter and the area of the analyzed shape. Given a shape of perimeter P 
and area S, its compactness factor is given by FC, as shown in equation 1. 
 

 
(1) 

 

The circle presents the best compactness and we can say that, in general, table-
form artefacts present high compactness, with values equal or around 1. Thereby, a 
threshold has been created for distinguishing if the value calculated for the 
compactness factor corresponds to that of an artefact or to a straight line segment of a 
table cell. For determining threshold value, compactness factors from more than 30 
different artefacts were submitted to exploratory data analysis [Tukey 1977] [Neves at 
al. 2006a] [Neves at al. 2006b] , characterizing a homogenous distribution with a 
confidence level of 99%. The range of variation μ ± 2.576*σ, where μ and σ are the 
mean and standard deviation respectively, produces inferior and superior limits of 
1.21688 and 1.37419, respectively. The 0.5% of values above the superior limit are 
not considered as artefacts. Therefore, all handwritten data that presents compactness 
factor below 1.4 is considered an artefact. Figure 9 shows several types of artefacts 
with the respective compactness factors. 

Figure 10 shows some table segments with compactness factor values above the 
established threshold. For Figure 10.d, for instance, the compactness factor is 
5.27407. This value indicates that the analyzed object is not an artefact, but rather a 
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segment. Therefore, by observing Figures 9 and 10, one can conclude that the artefact 
identification method can make the correct distinction between a handwritten artefact 
and a table segment. 

 

  

Figure 9: Examples of Artefacts 
with their compactness factors. 

Figure 10: Examples of segments that are 
not artefacts with their compactness factors. 

This artefact identification method is inserted into Step 2 (corner detection and 
correction), to allow for correct corner detection. The method used in the corner 
correction module is based on the idea that a wrong intersection has correct 
neighbouring intersections that will allow re-establishing the correct situation. For 
that purpose, acceptance tables were developed for each one of the intersections, as 
shown in Figure 11. Finally, the strategy used for error detection is performed again, 
as illustrated in Figure 3. 

 

 

Figure 11: Example of Acceptance table of an intersection. 
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2.3 Step 3. Table Cell Extraction. 

Extracting the table cells consists of interpreting the table logical structure. Cells 
interpretation is performed through the analysis of the identified corners, verifying 
which corner makes up the cell, as illustrated in Figure 12. Therefore, we use an 
algorithm for the validation of the analyzed corners, using the respective corner 
information. 
 

 

Figure 12: Algorithm of cell extraction. 

For verifying the result of the interpretation, an interpretative image is created 
that shows the extracted cells and the logical structure of the table-form, as illustrated 
in Figures 13 and 14 (for the analyzed table of Figure 1.b), without and with the use 
of artefact analysis, respectively. It can be seen that the use of artefact identification, 
Figure 14, produces the correct table interpretation. 
 

 

Figure 13: Interpretative image for table-form in Figure 1.b, without artefact analysis 
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Figure 14: Interpretative image for table-form in Figure 1.b, with artefact analysis 

2.4 Artefact cases. 

Figures 15 and 16 illustrate cases where the artefact analysis method does not perform 
correct artefact identification. This happens because the handwritten letter f (Figure 
15), as well as the handwritten digits ¨1¨ (Figure 16) is similar to the table lines. The 
resulting shapes produce high compactness factors and the method does not consider 
them as artefacts. These cases represent challenges that will be the subject of further 
studies. 
 

  

Figure 15: Case 1 with artefacts. Figure 16: Case 2 with artefacts. 

2.5 Experimental Results and Analysis. 

To evaluate the performance of the proposed artefact identification approach, 305 
table-form images were used to compose the test database. These table-form images, 
scanned at 300 dpi, are filled with handwritten data with and without overlap and 
contain different types of artefacts. 

Tests were carried out with and without artefact analysis in order to quantify the 
improvement produced by the proposed approach. The rate of processed images, 
shown in Table 1, indicates the percentage of images that went through all steps of the 
methodology. Rejected images are those that did not reach the final processing stage 
of the methodology. Correctly interpreted images are images that presented no 
interpretation errors, i.e., their contents were 100% correctly interpreted. Initially, 
with no artefact analysis, 211 images (69%), were correctly processed and 94 images 
(31%) were rejected. From the 211 correctly processed images, 196 (64%) were 
correctly interpreted. The process was then repeated applying artefact analysis. 299 
images (98%) were correctly processed and 6 images (2%) were rejected. For the 299 
processed images, 260 (85%) were correctly interpreted. A significant result that can 
be observed is that without artefact analysis, 31% of the table-form images in the base 
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were rejected, whereas this index decreased to 2% by applying artefact analysis, with 
an index of 85% for correctly interpreted images. 

These results are summarized in Table 1. 
 

Method 
Rate of 

processed 
images 

Rate of 
rejected 
images 

Rate of 
correctly 

interpreted 
images 

Without using artefact analysis 211 (69%) 94 (31%) 196 (64%) 
With using artefact analysis 299 (98%) 6 (2%) 260 (85%) 

Table 1: Summarized results of tests with 350 images 

3 Conclusions 

A novel methodology for extracting the structure of handwritten filled table-forms has 
been presented. The approach is able to identify and to remove wrong intersections 
produced by overlapping data, faulty segments and smudges. One strong contribution 
of this paper is the analysis and interpretation of artefacts, which have not been 
investigated in depth until now. 

The experiments carried out on a database of 350 table-form images show that the 
methodology is efficient for filled-in forms, with an 85% rate of correct identification. 
Based on the variation interval μ ± 2.576*σ, on the coefficient of Pearson and on the 
compactness property, the proposed artefact identification method has shown to be 
effective in identifying different kinds of artefacts. 

Summarizing the advantages of the approach, we mention the possibility of 
applying it to different types of handwritten filled table-forms for identification of 
handwritten smudges as well as intersection defects, all that with very little use of a 
priori knowledge and being appropriate to most existing types of table-forms. 
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