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Abstract: Dynamic pattern analysis refers to analyzing the relationship of spatial patterns at 
different time points. Traditional spatial pattern analysis such as data clustering can find the 
spatial patterns extant at a geographical location at a particular time point but failing to identify 
spatial dynamics, or changes that occur over time in a particular place. In this paper, we present 
a dynamic pattern analysis framework, the DPA framework. This framework allows user to 
identify three types of dynamic patterns in spatial-temporal data: 1) similar spatial patterns at 
different time points, 2) interactive relationship between two geographical locations as a result 
of a specific reason and 3) frequent association rules related to particular types of events, 
geographical locations, and time points. To evaluate the proposed framework, we used it to 
analyze a set of reported crime data for a district of Hong Kong and compared the identified 
patterns with some expectations of field experts and prior empirical studies for this kind of data 
and patterns. In line with expert predictions, we found strong correlations between school 
holidays and crime clusters. On the contrary, in our data set, we could not find obvious seasonal 
dependency.  These findings are corroborated by related empirical crime studies. 

Keywords: Spatial-temporal Data Mining, Crime analysis, CSCW 
Categories: I.2.1, L.6.2 

1 Introduction  

Traditional spatial pattern analysis approaches find spatial patterns at a particular time 
point. However, many spatial phenomena are spatially and temporally dynamic. That 
is to say, they can change their location over time [Skogan 1990] [Anastasia 1999]. 
Dynamic pattern analysis refers to analyzing the relationship of spatial patterns at 
different time points. Such relationships can be analyzed in three ways. Firstly, we 
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can find similar spatial patterns at different time points. For example, we can find that 
the spatial patterns of Saturday and Sunday are most similar to each other but 
dissimilar to other spatial patterns of weekdays. Secondly, we can examine whether 
there is an interactive relationship between two geographical locations as a result of a 
specific reason. For example, on a raining day, the number of passengers using the 
tunnel increases, whereas the number of passengers using the bridge decreases.  
Thirdly, we can identify frequent rules related to particular types of events, 
geographical location and time points. For example, most traffic accidents in the 
tunnel occur on Sunday. The first type is of interest because one can investigate the 
degree of similarity between the spatial patterns of different periods and explore their 
causes. The second type is important because the users can investigate whether a 
spatial event has truly been reduced in specified locations or if there is only a 
displacement of spatial events to surrounding neighbourhoods. The third type is 
important because it allows users to respond different events in different times and in 
different locations. 

Hotspot analysis [Gonzales et al. 2005] [Ratcliffe 2004] finds spatial patterns at a 
particular time point by clustering, that is, by classifying objects into groups, or, more 
precisely, partitioning a data set into subsets (clusters) based on some criteria of 
similarity [Roddick et al. 1999] [Ester et al. 2001] [Shekhar 2003]. A hotspot is 
geographical location where certain classes of event occur with a higher-than-average 
incidence. Hotspots are interesting because “Everything is related to everything else 
but nearby things are more related than distant things” [Tobler 1970]. Several 
clustering techniques include point locations, hierarchical, partitioning, density and 
clumping techniques etc. are used to find hotspots. According to [Gonzales et al. 
2005], the general techniques for discovering crime hotspots are mean center, 
standard deviation distance, standard deviation ellipse, and data clustering. All of 
these techniques can identify hotspots at a particular time point, but they cannot 
identify the relationship of hotspots at different time points. In recent years, a number 
of data mining techniques have exploited spatial pattern analysis. These approaches 
include collocation pattern mining [Yan H 2004] [Xin et al. 2004], and topological 
pattern mining [Wang et al. 2005]. These two approaches are able to find static spatial 
patterns at a particular time point but cannot identify similar spatial patterns between 
different time points. Three approaches which can incorporate time points into spatial 
pattern analysis are sequential pattern mining [Srikant et al. 1995] [Srikant et al. 
1996], flow pattern mining and generalized spatio-temporal pattern mining [Hsu et al. 
2007]. However, all of these approaches are unable to identify the interactive 
relationship between two geographical locations as a result of a specific reason. 

In [Leong et al. 2008], we introduced a model, STEM, to to find frequent rules 
among events, hotspots and time points. In this paper, we propose an extended 
Dynamic Pattern Analysis Framework, DPA Framework for analyzing dynamic 
spatial-temporal patterns. It can identify three different types of dynamic spatial-
temporal patterns. First, we propose the concept of coefficient of correspondence to 
identify what spatial patterns are similar to each other over different time points. 
Second, building on the concept of Weighted Displacement Quotient (WDQ) [Bowers 
et al. 2003], we identify whether there is an interactive relationship between two 
geographical locations that can be attributed to a specific cause. Third, we use 
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association mining to find hidden frequent rules related to particular types of events, 
geographical locations, and time points. 

This paper is organized as follows: Section 2 reviews work related to hotspot 
analysis, WDQ, and association mining. Section 3 introduces the DPA Framework. 
Section 4 provides out experiments and results including a demonstration of outr 
framework applied to crime-related datasets. Section 5 concludes this paper. 

2 Related Work 

Section 2.1 reviews the hotspot analysis. we apply single linkage clustering to find 
hotspots in our framework. Section 2.2 explains the weighted displacement quotient, 
WDQ. This is a technique to identify whether there is an interactive relationship 
between two geographical locations as a result of a specific reason. Section 2.3 
reviews the concepts of association rule mining. We use association rule mining to 
discover the hidden frequent rules among particular types of events, geographical 
locations and time points. 

2.1 Hotspot analysis in spatial pattern analysis 

In our framework, we apply single linkage clustering to find hotspots because it has 
advantages of simplicity of implementation for massive files.  Single linkage 
clustering is also known as the nearest neighbour technique, which is a kind of 
hierarchical-agglomerative clustering. The distance between two groups is defined as 
the distance between the closest pair of records from each group. Let i and j are two 
objects in two clusters r and s respectively. The computation equation of the distance 
D between two clusters, r and s, is as below. 

 
D( r , s ) = min[ d( i, j) ]  (1) 

 
Where  
i ∈   r 

 j ∈  s 
 min [d(i,j )] = minimum distance between i and j for all i, j 

2.2 Weighted Displacement Quotient (WDQ) technique for analyzing spatial 
displacement pattern 

To explain the concept of the Weighted Displacement Quotient [Bowers et al. 2003], 
WDQ, consider three theoretical areas: target area (A), buffer area (B) and control 
area (C). Area A is a target area affected by specific reason. Area B is a buffer area, 
which may have been influenced by the specific reason in area A. Area C is a control 
area, which does not include areas A or B and is unlikely to be influenced by changes 
within them. 
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The rationale for detecting displacement using the WDQ is as follows: 
 

- Over any given time point, buffer area B will account for a particular 
proportion of events within a control area C; 

- If geographic displacement does occur, it should displace from the target 
area A into the buffer area B; and 

- If displacement does occur. then, relative to the control area C, event in 
the buffer area B should increase while event in the target area A should 
decrease. 

 
To look at changes in proportions over time the WDQ compares the situation 

after specific reason (t1) with the situation before (t0) using three formulas. They are – 
the success measure (SM), the buffer displacement measure (BDM) and the weight 
displacement quotient (WDQ). 

 

- Success measure(SM) 

The success measure, SM, is for the target area A in comparison with the control 
area C. If the SM is negative, it may indicate that the number of events has decreased 
as a result of a specific reason in target area A. The success measure can be calculated 
like formula 2. 
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SM −=   (2) 

 
At1 and Ct1 represent the number of the events in area A and C after or during the 

specific reason; while At0 and Ct0 are the area A and C before the reason. 
 

- Buffer displacement measure (BDM) 

The buffer displacement measure, BDM, is for the buffer area B in comparison 
with the control area C. The buffer displacement measure can be calculated like 
formula 3. 
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Bt1 and Ct1 represent the number of events in area B and C after or during the 

specific reason, while Bt0 and Ct0 are the areas before the reason. For positive BDM 
number, it may suggest that some spatial displacement of events has occurred, from 
the target area A into the buffer area B.  

 
The calculation of weight displacement quotient (WDQ) is a ratio of BDM and 

SM. 
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SM
BDMWDQ =  , where -∞ <WDQ<∞   (4) 

 
The purpose of this calculation is to compare events existing in particular areas 

between two different time points, t0 and t1, where t0 < t1. 
  
In our framework, we apply WDQ to examine whether an interactive relationship 

exists between two geographical locations as a result of a specific reason. 

2.3 Association rule mining for frequent rules finding 

Association rule mining [Agrawal et al. 1993] can find interesting associations and/or 
correlation relationships among large sets of data items. Association rule mining is a 
popular and well-researched technique for discovering interesting rules among large 
set of data items. For example, a police officer may be interested to know if certain 
groups of crimes consistently occur together. The basic principles and concepts of 
association rules are as follows. Let D be a database of transactions and I = {i1, i2, …, 
in} be a set of literals. Each transaction T consists of a set of items where T ⊆  I. An 

association rule is an expression of the form: X ⇒  Y where X and Y are set of some 
items (itemset) in I, and Y does not present in X. An association rule has two set of 
thresholds to express the degree of relationship about the rule. First,the support 
supp(X) of an itemset X is defined as the proportion of transactions in the data set 
which contain the itemset.  

 

N
XXSupp =)(     (5) 

Where  
X = Number of transactions containing X  
N = Total number of transactions    

 
 

N
YXYXSupp ∪=∪ )(    (6) 

Where 
X = Number of transactions containing X 
Y = Number of transactions containing Y 
N = Total number of transactions 

 
Second, the confidence of a rule is defined as Conf (X⇒ Y). It can be interpreted 

as the probability that occurrence of X causes occurrence of Y.  
 

)(
)()(

XSupp
YXSuppYXConf ∪=⇒  (7) 
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 Where 
X = Number of transactions containing X 
Y = Number of transactions containing Y 

 
For a rule to be interesting, the rule must satisfy a user-specified minimum 

support and a user-specified minimum confidence at the same time. To achieve this, 
association rule generation is a two-step process. First, minimum support is applied to 
find all frequent itemsets in a database. In a second step, these frequent itemsets and 
the minimum confidence constraint are used to form rules. 

In our approach, we apply association rule mining to discover hidden frequent 
rules among particular types of events, geographical locations, and time points. 
Section 3.3.3 explains the details of our approach. 

3 The DPA Framework: preparing data and finding rules 

The proposed DPA framework first prepares the data and then analyses it.  Section 3.1 
explains the data preparation process. The DPA framework provides two types of 
analysis: basis tendency and dynamics pattern. Section 3.2 explains the basic 
tendency analysis. Section 3.3 discusses the dynamic pattern analysis.  

3.1 The data preparation process 

The most common issue with time points is that the time data can be generalized in 
many ways depending on the context and dimension. In this paper, we apply the 
concept of domain generalization graph (DGG) [Hamilton et al. 1996] [Hilderman et 
al. 2001] to generalize time data into different time points, such as holiday, day of 
week and month. For example, based on DGG, user can map “1st January 2008” to 
“holiday” or “weekday”. Figure 3.1 shows an example of DGG. 
 

 

Figure 3.1: An example of DGG diagram 
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3.2 Basic tendency analysis 

The basic tendency analysis aims to provide a general view of  the distribution of 
events over space and time. The basic tendency analysis includes three views: these 
are (1) viewing distribution of event density over specific periods, (2) viewing 
distribution of event numbers over specific periods and (3) viewing distribution of 
hotspot areas over different periods. 

The first function, viewing distribution of event density over specific periods, 
gives users a general view of the distribution of event in focus area. Event density 
smoothing surface is displayed on the map with a gradual change of coloring. 

The second function, viewing distribution of event numbers over specific periods, 
is simple but essential. It is implemented to give users a general view of the 
distribution of event numbers in different periods. For example, the distribution of 
crime numbers over 12 different months, over 7 weekdays or over different long term 
holiday periods. This function helps user to identify the period(s) that have the highest 
event number within a certain period. 

The third function, viewing distribution of hotspot areas over different periods, 
provides users a general view of the distribution of hotspot areas in the target area. 
Therefore, hotspots are demonstrated on the map with different colors. 

3.3 Dynamic Pattern Analysis 

Dynamic pattern analysis aims to allow user to identify the relationshjp of spatial 
patterns at different time points. Section 3.3.1 explains how to apply the concepts of 
coefficient of correspondence to identify what spatial patterns are similar to each 
other over different time points. Section 3.3.2 explains the concept Weighted 
Displacement Quotient (WDQ), building on this concept, we can identify whether 
there is an interactive relationship between two geographical locations as a result of a 
specific reason. Section 3.3.3 explains how to apply association mining to find hidden 
frequent rules related to particular types of events, geographical locations, and time 
points. 

3.3.1 To identify similiar spatial patterns over different time points 

The coefficient of areal correspondence, CAC, [Taylor 1977] is computed for any two 
associated areas as the area of intersection, divided by the area of union. The formula 
of CAC can be calculated like formula 8. 
 

u

i

A
ACAC =   (8) 

 
Where 

CAC = the coefficient of areal correspondence 
A i = the area of intersection 
Au = the area of union 
Ai ⊆  A u  
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The CAC can provide a simple measure of the degree of overlap between two 
areas, but it does not consider the density of event in the overlap area. 

Building on the concept of CAC, we propose the coefficient of correspondence to 
identify what spatial patterns are similar to each other over different time points. The 
user can investigate the periods with similar spatial patterns and the reason(s) of the 
formation of those spatial patterns. We use coefficient Ca to measure the similarity of 
two spatial patterns. Figure 3.3.1 shows an example of the coefficient of 
correspondence Ca. The shaded area represents the area of correspondence between 
the standard deviational ellipse of the time point 1 (t1) and the time point 2 (t2) data. 
 

 

Figure 3.3.1: Area of correspondence 

The formula 9 shows the calculation of the coefficient of correspondence Ca. 
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Where:  

A t1 = the spatial area of the time point 1 (t1) 
A t2 = the spatial area of the time point 2 (t2) 
A j = the area covered jointly by both spatial areas at time points 1 (t1) and 2(t2)  
(shaded part) 
E j1 = the number of event in shaded area in time point 1 (t1)  
E j2 = the number of event in shaded area in time point 2 (t2) 
E t1 = the number of event in the spatial area in the time point 1 (t1) 
E t2 = the number of event in the spatial area in the time point 2 (t2) 
t1 < t2 

  
The calculation of Ca depends not only on the degree of overlap from one time 

point to another, but also considers the density of events in the joint areas. Therefore, 
the similarity patterns over two different time points can be calculated according to 
the proportion of the joint areas and the amount of event count. The range of 
similarity index is: 
 

Similarity index = Ca   0.0≤ Ca ≤1.0 
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The range of possible values for the coefficient is from 0.0 (no correspondence) to 
1.0 (complete congruence).  

3.3.2 Analyzing the interactive relationship between geographical locations 

We adopt weighted displacement quotient (WDQ) in our framework because it can 
examine whether there is an interactive relationship between two geographical 
locations as a result of a specific reason. In addition, it is very important for the user 
to investigate whether spatial event has truly been reduced in specified locations, or if 
there is only a displacement of spatial events to surrounding neighbourhoods. The 
details of WDQ have been discussed in section 2.2. 

3.3.3 Finding of the frequent rules among events, place and time points 

The third type of dynamic pattern is to find frequent rules among events, hotspots and 
time points by Space-Event-Time Model [Leong et al. 2008]. Let Y be a relational 
database consisting of raw data of daily transactions. Let R be a relational table 
specified for frequent rule finding purpose. Y generates different Rs. Each R 
represents a specific time point, such as week, month, holiday, quarter, etc. In order to 
generate the frequent rule, data are ETL (extracted, transformed and loaded) into 
relation R from Y. Each R consists of three attributes: spatial attribute, temporal 
attribute and event type attribute. The event type attribute could be all kinds but 
spatial or temporal data. For example, we can use disease type for disease pattern 
analysis or use crime type for crime pattern discovery. Mining frequent rule is to 
identify significant spatio-temporal event rules.  

The frequent rule mining consists of two major phases, data transformation and 
knowledge discovery. Figure 3.3.3a illustrates the overall concept of frequent rule 
mining.  Firstly, spatial data are transformed by clustering; this process can help a 
user to reduce the size of the data set. As a result, the decision maker can focus on a 
predefined number of clusters; it makes resource planning more efficient. On the 
other hand, temporal data are mapped into a meaningful format that allows a user to 
connect the original date attribute to a more appropriate representation, such as month 
or holiday. The temporal mapping concept has explained in previous Section 3.1. For 
the event type information, the selected features will be extracted directly from the 
original database. The final step is knowledge discovery, in which association rule 
mining is applied to generate frequent rule.  
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Figure 3.3.3a:  Conceptual diagram of frequent rule mining 

4 Experiments and results 

4.1 Background: 

Successful law enforcement depends upon information availability. However, the 
society in which we live is becoming increasingly complex and dynamic. Police 
forces are looking for ways to achieve their goals more efficiently and effectively 
within these dynamic surroundings. More often this requires intra-department co-
operation. The introduction of groupware and multimedia applications into 
organization can improve the intra-department co-operation and has a wide range of 
applications ([Dustdar 2005], [Gutwin et al. 2008], [Simone et al. 1997], [Wulf et al. 
1999]). The DPA Framework can help to support intra-department decision making. It 
allows police officer to allocate resources to areas with more needs and not to lower-
priority areas. 

4.2 Data source and experiment design 

A two year reported crime dataset for a specific geographical district were collected. 
Each record describes a case of reported crime and is composed of the following 
items: date of crime, crime types and location of crimes. The data resided in the 
Microsoft SQL Server 2005. We use MapObjects 2.3 and MapWindows GIS for map 
display purpose. The programming language is Visual Basic. 

4.3 Demonstration of application 

Using the DPA Framework, decision makers of the police force can better understand 
the crime patterns. Thus, anti-crime resources can be deployed into right time and 
right place. It also facilitates decision maker to redefine the crime prevention strategy 
in the dynamic surrounding. In this section, we demonstrate how to use DPA 
Framework to support intra-department co-operation and decision making in crime 
prevention. 
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4.3.1 Performing basic tendency analysis 

Viewing distribution of event density over specific periods 

Figure 4.2 displays December’s crime density distribution in the district. Based on 
this information, operation bureaus can send more foot patrols into the dense areas. 
 

 

Figure 4.2: Setting the view of the distribution of crime density 

Viewing distribution of event numbers over specific periods  

The record of monthly crime incidents has shown an increasing trend in Figure 4.3. If 
current trends continue, police officer may have to consider increased in staffing. 
 

 

Figure 4.3: The distribution of crime numbers for all months 
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Viewing distribution of hotspot areas over periods 

Crime hotspots are displayed on the map in Figure 4.4. The police tactical unit may 
consider installing closed circuit television (CCTV) in these hotspot areas. 
 

 

Figure 4.4: The general view of hotspot area, hotspot pattern in July 

4.3.2 Performing dynamic pattern analysis 

 To identify similar spatial pattern over different time points 

Figure 4.5 shows the result of the pair-wise similarity indices of hotspot patterns 
between different months. It appears that the hotspot patterns of July and December 
are most similar to each other. This is, of course, only very preliminary data but it 
may be a hint that further investigation may be justified. This is possibly because 
there are two long school holidays in these two months. For example, organized crime 
and triad bureau may wish to investigate whether there are a large number of students 
involved in these crimes as victims or offenders. Operation bureaus may consider 
arranging more plain-clothes patrols in the hotspot areas in these two months. Crimes 
prevention bureaus may consider sending specific alerts to the teenagers.  
 

 

Figure 4.5: Pair-wise similarity indices from January to December 
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Analyzing the interactive relationship between geographical locations 

For demonstration purposes, the investigated region is divided into 12 fixed sub-
regions as per Figure 4.6. Each sub-region is classified into target area A, buffer area 
B or control area C as per Figure 4.7. The weighted displacement quotient, WDQ, is 
used to measure spatial pattern displacement or diffusion. 
 

 

Figure 4.6: The 12 per-defined fixed sub-region 

 

Figure 4.7: The target area, buffer areas and control areas 

In Figure 4.8, the three measures are success measure (SM), buffer displacement 
measures and weighted displacement quotient. We assume that a crime prevention 
program is implemented in target area in July. The negative SM indicates that the 
crime prevention program in the target area A is successful when compared to the 
control areas. The negative BDM indicates that when the crime prevention program is 
implemented, crime does not rise in the buffer areas to a greater extent than in control 
areas, suggestion a diffusion of benefits. The positive WDQ indicates that there are no 
displacements during the crime prevention program. Based on the measure results, the 
crimes prevention bureaus may evaluate the program’s impact on the neighbouring 
areas. In addition, the operation bureaus may arrange foot patrols schedules in 
different areas more effectively. 
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Figure 4.8: The view of the crime conditions for chosen periods 

To find the frequent rules among hotspots, holiday and crime types 

Some research has demonstrated the existence of a relationship between holidays and 
crime. [Jacob et al. 2003] suggested that the level of property crime committed by 
juveniles decrease by 14 percent on days when school is in session, but the level of 
violent crime increases by 28 percent when schools are not in session.  
 

In this experiment, we investigate the relationship among hotspots, holiday and 
crime types for analysis. Given minimum support at 10% (equivalent to 608 
instances) and minimum confidence at 60%, the top five rules with highest confidence 
rate are listed in Figure 4.9. 

 

 

Figure 4.9: The top five rules of hotspots, holiday and crime types relationship 

We can find a strong relationship between hotspot α and holidays in Rule 1, it 
shows 97% of crimes in hotspot α occurring during non-holidays. A closer look at the 
environment of hotspot α may provide an explanation. The area occupied by hotspot α 
is a commercial zone, where only few workers stay during the holidays. As a result, 
opportunities (potential victims) for crime are reduced. This explanation can be 
applied to rule 4 as well. 
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Figure 4.10: Hotspot α and Hotspot δ 

Figure 4.10 shows the hotspotα and hotspot δ. We find that most of “deception” 
(rule 2), “shop theft” (rule 3) and “miscellaneous theft” (rule 5) occurred during non-
holidays. Rule 2 is easy to understand because obtaining property by deception is a 
kind of white collar crime, which usually happens on working days. Rule 3 may come 
as a bit of surprise that shop theft is not frequent on holidays. However, it is possible 
that many family type retail shops located in the district are closed on the holidays. 
Thus the crime rate drops as well. Such rules provide hints to crime analysis for 
further investigation. Crimes Prevention Bureaus may consider sending more foot 
patrols into these two hotspots during non-holiday.  

 

To find the frequent rules among hotspots, quarter and crime types 

In this experiment, we investigate the relationship among hotspots, quarter and crime 
types for analysis. Given minimum support of 3% (equivalent 182 instances) and 
minimum confidence of 25%, the top five rules with highest confidence rate are listed 
in Figure 4.11. 

 

 

Figure 4.11: The top five rules of hotspots, quarter and crime types relationship 

Rule 1 shows “miscellaneous theft” mainly occurred in fourth quarter. Similarly, 
most “miscellaneous theft” occurred in the second half of the year (third quarter and 
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fourth quarter) as per rule 2 and rule 5. On the other hand, the peak crime quarters for 
hotspot β were second quarter and fourth quarter. Figure 4.12 shows the hotspot β. 
We believe that the main reason is because two long holidays, National day and 
Christmas, are in second half of the year. However, a low minimum support reflect 
non-obvious relationships between clusters, quarter and crime types. 

 

 
 

Figure 4.12: Hotspot β 

On the other hand, the low confidence rate may indicate that the seasonal 
dependency of criminal activities is not strong. This crime pattern has been discussed 
in previous research. [Yan 2004] discovered this Hong Kong experience by 
examination of the rates of property crime in Hong Kong for the period 1991–2000. 
To determine the seasonal dependency, regression analysis (using dummy variables) 
and analysis of variance (ANOVA) were employed; the result shows no significant 
seasonal dependency. [Yan 2004] indicates that economic need is a more prominent 
factor than the effect of the season; it also can be used to support our results in Figure 
4.11. The low confidence rate result implies that seasonal relationship in our data was 
not apparent. The higher crime rate in second half of year is mainly caused by 
holiday’s factor (economic need). Thus, Operation Bureaus may consider arranging 
more plain clothes patrols during holiday. 

5 Conclusion 

In this paper, we have proposed a novel dynamic pattern analysis framework, DPA 
Framework. Dynamic pattern analysis refers to analyzing the relationship of spatial 
patterns at different time points. The three types of dynamic patterns introduced in 
this paper are 1) similar spatial patterns at different time points, 2) interactive 
relationship between two geographical locations as a result of a specific reason and 3) 
frequent association rules related to particular types of events, geographical locations, 
and time points. 
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In law enforcement, crime prevention is a goal that is subdivided into a wide 
range of specialized subtasks to several sub-divisions. The DPA Framework can play 
a key role in optimizing police resource and intra-department decision making. We 
demonstrated and tested the results of the framework by applying it to reported crime 
data in a district of Hong Kong. In section 4.3.1, we perform basic tendency analysis. 
The analysis provides a general view of crime distribution over space and time. 
Section 4.3.2 demonstrates the findings of dynamic pattern analysis. We found strong 
correlations between holidays and crime clusters. On the other hand, we could not 
find obvious seasonal dependency, at least in our test data set. These findings are 
corroborated by related empirical crime studies. Hopefully, the work reported in this 
paper could be viewed as a step towards enhancing the completeness of spatial pattern 
analysis. 

As future work, we plan to conduct more experiments in order to examine the 
framework. For example, we intend to include the business nature of the building as 
an attribute for rule mining or refinement. Moreover, we are interested to review how 
to analyze the temporal data, so that more deep-lying association can be extracted. In 
addition, we are developing a system, building on the DPA framework, to support 
cooperative and distributed decision makers for crime prevention. 
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