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Abstract: One important subject associated with personal authentication capabilities is the 
analysis of handwritten signatures. Among the many known techniques, algorithms based on 
linguistic formalisms are also possible. However, such techniques require a number of 
algorithms for intelligent image analysis to be applied, allowing the development of new 
solutions in the field of personal authentication and building modern security systems based on 
the advanced recognition of such patterns. The article presents the approach based on the usage 
of syntactic methods for the static analysis of handwritten signatures. The graph linguistic 
formalisms applied, such as the IE graph and ETPL(k) grammar, are characterised by 
considerable descriptive strength and a polynomial membership problem of the syntactic 
analysis. For the purposes of representing the analysed handwritten signatures, new hierarchical 
(two-layer) HIE graph structures based on IE graphs have been defined. The two-layer graph 
description makes it possible to take into consideration both local and global features of the 
signature. The usage of attributed graphs enables the storage of additional semantic information 
describing the properties of individual signature strokes. The verification and recognition of a 
signature consists in analysing the affiliation of its graph description to the language describing 
the specimen database. Initial assessments display a precision of the method at a average level 
of under 75%. 
 

Keywords: handwritten signature verification, hierarchical attributed random graph, signature-
based authentication, biometric security, intelligent computing, secure verification. 
Categories: I.2.4, I.2.10, I.4.8, I.4.10, I.5.1, F.4.2, F.4.3 

1 Introduction  

Today, biometric technologies are more and more commonly used to ensure identity 
verification or the authorisation of access to sensitive data. Certain biometric 
characteristics, such as dermatoglyphics, are already being introduced, while in some 
countries it is planned to introduce them as a permanent element of passports and 
other identity documents. For historical reasons, the handwritten signature continues 
to be the most commonly accepted form of confirming transactions, civil law 
contracts, acts of volition, or one's identity. Even the modern means of utilising digital 
monies - such as payment cards and credit cards, which are being used with increasing 
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frequency - often require that a bill be confirmed by a handwritten signature. 
Unfortunately, this universality carries with it an increased risk of tangible financial 
loss due to numerous attempts at forging signatures, e.g. on bank cheques or credit 
contracts. This problem may be resolved to a certain extent by the introduction of 
automatic recognition systems, which are being successfully used to effectively 
analyse large quantities of biometric data , for example dermatoglyphics. Research in 
this regard, which refers to the static analysis of handwritten signatures, has resulted in 
the elaboration of a number of techniques and methods enabling the automatic 
identification and verification [Plamondon and Srihari, 2000] [Radhika et al., 2008] of 
data of this type. In this regard, use is made primarily of techniques based on DTW 
(Dynamic Time Warping), HMMs (Hidden Markov Models), SVMs (Support Vector 
Machines), or utilising neutral networks (NN). Structural methods, and in particular 
ones based on graph languages, are used considerably less frequently. This is strongly 
connected with the problem of calculation complexity, which for the majority of non-
trivial graph grammar classes - of interest from an application point of view - is 
NP-complete [Flasinski, 1998]. For this reason, the study presents a mathematical 
model of the description of handwritten signatures, constructed on the basis of IE 
graphs and class ETPL(k) grammars. These formalisms have sufficient descriptive 
power for representing even complex scenes and polynomial membership problem. 
For the purposes of the language describing the permitted shapes of specimen 
signatures, use has additionally been made of the theory of random IE [Skomorowski, 
1996] [Skomorowski, 1999] graphs and statistic graph grammars of the ETPL(k) class 
[Flasinski and Skomorowski, 1998].  

Systems for analysing handwritten signatures and authenticating persons built 
based on the formalisms described below may contribute to the development of new 
classes of IT systems for ensuring the confidentiality and integrity of data stored as 
well as selective the control of access to it using secure techniques for verifying 
biometric data. Such systems will be based on algorithms included in the branch of 
informatics called computational intelligence. It is also quite obvious that in the future 
such modern systems will facilitate the quick and universal analysis of any data that 
can confirm a person's identity, be it digital biometric data or traditional handwritten 
signatures. The authors have preliminarily introduced such a subject in [Piekarczyk, 
2010] [Ogiela and Tadeusiewicz, 2008]. 

2 Syntactic Description of Single Signature  

The methodology of using a mathematical linguistic approach to intelligently analyses 
digital signature patterns consists of three basic stages. In the first, certain basic image 
pre-processing operations are executed, making it possible to extract the signature 
itself for further analysis. The second stage consists in introducing a linguistic 
description for analysed patterns. For this reason it is necessary to define the 
appropriate components describing such signatures as well as relations that can exist 
between them. The last stage is the implementation of a parser which executes the 
analysis proper and which determines the status of the given signature. Subsequent 
stages are briefly characterised in the subsections below. 
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2.1 Preprocessing and stroke extraction 

At the first stage, signatures are processed to a digital format (scanning) as multitone 
images (8 bits per pixel) with a resolution of at least 300 dpi (fig. 1a). Next, they are 
subjected to initial filtration (e.g. lowpass median filter), decimal-to-binary conversion 
using Otsu's method [Otsu, 1979] (fig. 1b), strokes enhancement (if necessary) [Shi 
and Govindaraju, 1996], and thinning (Zhang and Suen algorithm [Zhang and Suen, 
1984]) (fig. 1c). 
 

(a) (b)

(c) (d)  

Figure 1: Preprocessing stages: (a) original grayscale image (8 bits per pixel), 
(b) signature after thresholding, (c) thinned signature and (d) detecting of broken 

strokes connections. 

The resultant thinned image obtained may have structural defects, which ensue 
from the difficulties and limitations encountered at the decimal-to-binary conversion 
stage. This concerns primarily the possible interruption of line continuity at 
unauthorised points, which may radically alter the spatial structure of the thinned 
signature. 

 

(a) (b)

(c) (d)

 

Figure 2: Image enhancement: (a) binary image before, (b) binary image after, (c) 
thinned signature before and (d) thinned signature after. 
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In order to eliminate this problem, potential points of such interruptions are 
sought out in the thinned signature (fig. 1d) and marked as areas requiring correction. 
The next step consists in strengthening the lines of the signature at indicated image 
subareas by means of averaging filtration, morphological operations (closure), and 
repeated decimal-to-binary conversion and thinning (fig. 2a-d). The final stage 
consists in cleaning the image of any residual thinning artefacts. 

2.2 Feature encoding 

The thinned signature is used as a basis for creating a structural description. The 
primary components are curves contained between the ends and the points of 
intersection of lines of the thinned signature. For each such component we designate a 
parametric shape description utilising Zernike moments [Zernike, 1924], which are 
coefficients of development of the function of two real variables – representing the 
image – with respect to complex Zernike polynomials. These polynomials are defined 
in a complex form in accordance with formula (1), where mn,  are natural numbers 

and fulfil the condition nm ≤≤0 , and mn −  is even, θρ ,  are polar coordinates, 

and )(ρm
nR  is a radial polynomial of form (2). 
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These polynomials constitute an orthogonal set within the unitary circle (4). The 

Zernike moment of order n and repetition m for a two-dimensional discrete image 
represented by the function ),( yxf  is calculated using formula (3). In addition, it is 
assumed that this function is two-way {0,1} throughout its domain. 
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Each curve is represented by a vector made up of sixteen complex moments to an 

order of 6 inclusive (similarly to [Baran, 2001]).  
An ordered set of moments (Table 1) constitutes a vector of shape describing the 

geometrical features of the curve (5). Each vector component contains a real and 
imaginary part. 
 

],,,[ 661100 AAAVS …=       (5) 
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Order Moments Quantity 

0 A00 1 
1 A11 1 
2 A20, A22 2 
3 A31, A33 2 
4 A40, A42, A44 3 
5 A51, A53, A55 3 
6 A60, A62, A64, A66 4 

Table 1: Set of Zernike moments 

2.3 Measuring strokes similarity 

In order to ensure the possibility of comparing individual vectors representing 
different image components, use is made of the Canberra distance obtained from 
formula (6), where wv,  are vectors as in (5), while indexes IR ,  designate their real 
and imaginary parts respectively and s  determines sensitivity of the measurement. 
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The measure of similarity of curves SD  is defined as the converse of this 

distance (7), while coefficient DT  determines the threshold.  
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2.4 Structural representation of signature’s subparts 

Connected fragments of the thinned signature (fig. 1c) are considered as complex 
graphemes and described by means of IE graphs (fig. 5). The structure of each 
grapheme is described by a separate graph. Graph nodes represent the primary 
components, while edges - the relation of direct contiguity (the touching of curves). A 
node label, designated from the set },,,{ dcbaV = , is assigned to each component. 
This is intended to ensure the initial classification of curve shapes in corresponding 
shape classes (fig. 3). The classification is performed by calculated the similarity of a 
curve to individual class objects using a shape vector (5) based on Zernike moments 
and measures of similarity (6). The size of class elements is appropriately scaled for 
each component individually.  
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a

b

c

d

Class symbol Shapes representing appropriate class

  

Figure 3: Etiquettes and shapes used in node labelling process. 

The graph edges are assigned with appropriate directional labels determining 
spatial relations (fig. 4) with a resolution of 15 angle degrees, which are designated 
between the centres of gravity of adjacent curves. The node with index 1 represents 
the primary component located nearest to the left upper corner of the stage, and it is 
from there that the development of the graph commences. 

 

e3

e0  <  e23  <  ...  <  e2  <  e1

e2

e1

e0

e6

e9

e12

e15

e18

e21

e14

e13

 

Figure 4: Ordered set of edge labels. 

Additional use has been made of attributed IE graphs (def. 1 as per 
[Oleksik, 2000]), where certain semantic information may be associated with node and 
edge labels. 
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Definition 1. An attributed IE graph (aIE) is three ),,( *
EVGG ηη= , where 

),,,,(* φΓΣ= EVG  is an IE graph concordant with the definition in 
[Flasinski, 1998], 

EV ηη ,  are representations attributing graph nodes (8) and edges (9), 
respectively: 

∪
Σ∈

Ω=→
δ

δη AVV :       (8) 

∪
Γ∈

Ω=→
ψ

ψη BEE :       (9) 

and fulfilling conditions (10) and (11): 

)()( vV vVv φη Ω∈∈∀     (10) 

σησ Ω∈∈=∀ )(),,( eEwue E     (11) 
 

In the proposed solution, additional information in the form of a shape vector is 
assigned only to node labels, i.e. the corresponding edge and node attributing 
functions have the form of: ∅→EE :η  and ∪

Σ∈

Ω=→
δ

δη AVV : , where the 

set of values for the node attributing function is determined in the space of complex 
numbers 16C=Ω  (5). An example of such a graph representation for a signature 
made up of two graphemes has been given in Fig. 5. 
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(b)  
Figure 5: Complex grapheme representation in the form of attributed IE graph for 

signature depicted in Fig. 1: (a) left subpart, (b) right subpart. 
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2.5 Hierarchical graph representation of signature 

In the majority of instances, a handwritten signature is made up of a few fragments 
(graphemes) that are visually separated from each other. These may range from a few 
to even a few dozen components, depending on the type of signature (full, simplified, 
based on ideograms, e.g. kanji) and the degree of complexity. In order to depict a 
global spatial arrangement of these components with respect to each other in the 
present approach, use is also made of a graph description in the form of a hierarchical 
graph (def. 2).  
 
Definition 2. A hierarchical IE graph (HIE) constructed over languages nLL ,,1 …  is 

called a five ),,,,(),,( 1
φΓΣ= EVH

nLLIE … ,where: 
V  is a finite, non-empty set of graph edges that are IE graphs, to which there 

have been unequivocally assigned indexes such that },,{ 1 nvvV …= , 
+∈ Nn , where ni ,,1…=∀   Lvi ∈ , and L  is the language generated by   

grammar G , )(GLL = , where )(kacETPLG ∈ , 
Σ, Γ, Ε and φ are determined as for the IE graph defined in accordance with 
[Flasinski, 1993]. 
It is constructed as a metastructure structured over the set base graph (the IE 

graph in the present case) in such a way that the nodes of the hierarchical graph are 
subgraphs of the base graph [Oleksik, 2000]. In other words, the nodes of the graph 
represent individual graphemes, while edge labels determine the spatial relations 
between them (Fig. 6). In consequence, we obtain a two-level structure that makes it 
possible to effectively represent the entire complexity of the signature. Level I 
(hierarchical graph) accounts for the global elements of the stage, while level II 
precisely describes the structure of individual graphemes (attributed IE graph) 
together with the inherent semantic information referring to the shape of individual 
primary components (shape vectors based on Zernike moments). 
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Figure 6: Hierarchical graph representation of handwritten signature depicted in 
Fig. 1 (visual presentation with encapsulated graphs). 
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Edge labels are assigned in an identical manner as for graphs representing the 
component parts of the signature. Use is made of an identical set of directional labels 
(Fig. 4), however with the difference that the directions are designated between the 
centres of gravity of entire graphemes. Difficulties arise when determining labels for 
graph nodes. From the point of view of a syntactic analysis, (ETPL(k) grammars 
originate from NLC (Node Label Controlled) grammars; these must be labels 
introducing certain information on structures represented thereby, which is 
subsequently used in the parsing process [Flasinski, 1993][Flasinski, 1998]. In the 
proposed solution, the labels are directly associated with information concerning the 
size of the graph (Table 2).  

 
Number of nodes in 

the level II graph 
Label 

1 – 3 a 

4 – 6 b 

7 – 10 c 

11 – 15 d 

16 – 20 e 

21 – 25 f 

26 – 30 g 

Table 2: Set of node labels for Hierarchical IE Graph 

In the present instance, the size of the graph is understood to be the number of 
nodes in its structure. A similar method of labelling has been successfully used 
TGraph tree structures in [Baran, 2001]. Depending on requirements, the size of the 
set of labels may be extended outside of the set presented in Table II. The final form 
of the hierarchical graph from Fig. 6, having taken into consideration the described 
node labelling scheme with a hidden level II layer, has been presented in Fig. 7. 
 

c e23

1
b

2  

Figure 7: Final form of hierarchical graph depicted in Fig. 6 with labelled nodes. 

3 Graph language describing the genuine signature’s dataset  

In order to ensure the completeness of the recognition system, the representation of 
individual handwritten signatures must be supplemented by a mechanism that makes it 
possible to store information about permitted specimen signatures for a given person 
in the form of a linguistic description (specimen database). To this end, formalisms 
utilising random rIE graphs [Skomorowski, 1996][Skomorowski, 1999] and stochastic 
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sETPL(k) grammars [Flasinski and Skomorowski, 1998] have been proposed. 
Random graphs are excellent for representing stages containing structural 
deformations or variants. In the case of handwritten signatures, we are dealing with 
such a natural process of variability, to a certain extent, of the shape of signatures 
apposed by one and the same person.  

The process of constructing a representation of a specimen database should be 
effected automatically. To this end, use has been made of grammatical concluding 
mechanisms for class ETPL(k) grammars, which for deterministic grammars have 
been formally defined by Flasinski in [Flasinski, 1992]. Due to the structure of 
ETPL(k) grammars, this problem for stochastic type grammars may be also solved 
within a reasonable calculation time. A computational complexity of the syntactic 
inference stage is at the level of O(n4) when the single graph based algorithm is 
considered (similarly as for deterministic grammars). The proposed solution is based 
on ideas presented in [Flasinski, 1992], and suggests the extension of the recognition 
mechanism to the class of stochastic ETPL(k) grammars. The specimen database is 
constructed over a number of stages on the basis of finite set of positive language 
examples – a set of genuine handwritten signatures of a given person (Fig. 8).   

 

 (a) (b)

(d) (f)

(c)

(e)  

Figure 8: Hypothetical set of genuine signatures (collection of patterns).  

At the first stage, a structural representation is created for each signature (cf. 
section 2) in the form of a hierarchical HIE graph. The graph description of signatures 
from Fig. 8 in the form of graphs of the layer of the first and second level has been 
presented successively in Fig. 9 and 10.  
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Figure 9: HIE graphs for signatures depicted in Fig. 8. 
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Figure 10: Examples of aIE graphs (hidden layer) for signatures depicted in Fig. 8 
(only graphs encapsulated in nodes indexed by 1 are presented). 
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We can easily observe that the graph representation displays certain structural 
similarities both in the first and second level layer. Between certain graphs there 
occurs a structural isomorphism, which may be described by means of random graphs. 
In the case of the second level layer, we define for this purpose (def. 3) attributed 
random IE graphs (arIE), for in addition to random labels it is necessary to associate 
semantic information about the shapes of primary components (as in the rIE graph 
from a single signature). 

 
Definition 3. The attributed random IE graph (arIE) is known as a three 

),,( *
EVGG ηη= , where: 

),,,,(* φΓΣ= EVG  is a random IE graph concordant with the definition 
in [Skomorowski, 1996][Skomorowski, 1999], 

EV ηη ,  are representations attributing graph nodes (12) and edges (13), 
respectively: 

}{: iV AAV =→η  ∪
Σ∈

Ω=
δ

δiA     (12)

         ∅=∩≠∀ ji AAji  

}{: iE BBE =→η  ∪
Γ∈

Ω=
ψ

ψiB     (13) 

∅=∩≠∀ ji BBji  
and fulfilling conditions (14) and (15): 

iV AvVv ∈∈∀ )(η     (14) 

iE BeEwue ∈∈=∀ )(),,( ησ     (15) 
 

In the case of graph representation for the first level layer (def. 4), apart from the 
randomness, a change was also made in the formal language category (based on arIE 
graphs), and thus also in the type of grammar, to an attribute controlled stochastic 
acsETPL(k) grammar (def. 5).  

 
Definition 4. A hierarchical random IE graph (HrIE) constructed over stochastic 
languages nLL ,,1 …  is known as a seven ),,,,,,(),,( 1 EVLLIE EVH

n
ηηφΓΣ=… , 

where: 
a) },,{ 1 nvvV …=  is a finite, non-empty set of random nodes, to which there 

have been unequivocally assigned indexes such that },,{ 1 nvvV …= , 
+∈ Nn , where ni ,,1…=∀   Lvi ∈ , and L  is the language generated by 

grammar G , )(GLL = , where )(kacsETPLG ∈ , 
b) Σ , Γ , E  and φ  are determined as for the random IE graph defined in 

accordance with [Skomorowski, 1996][Skomorowski, 1999], 
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Passage from a deterministic description (Fig. 9 and 10) to a random description 
is effected by creating subsets of structurally isomorphic graphs and constructing 
random graphs on their basis. First, this operation is effected in the hierarchical layer 
(Fig. 11), and subsequently for each node of the hierarchical graph in the second level 
layer (Fig. 12). 
 

 
(a)

(b)

b (0.5)
c (0.5) {e23  (1.0)}

1

2 3

a (1.0) a (1.0)
{e0  (1.0)}

b (1.0) b (1.0)

{e0  (0.5), e23 (0.5)}

1 2

 

Figure 11: Hierarchical random IE graphs constructed on the basis of subsets of  
structurally isomorphic graphs depicted in Fig. 9. 

Definition 5. A stochastic attribute controlled graph grammar of class ETPL(k) 
above sets of attributes A, B is known as a six G = (Σ, Δ, Γ, Ρ, Ζ, fZ), where: 
 

a) Σ, Δ, Γ, Ζ are determined as for the grammar sETPL(k) defined in 
accordance with [Flasinski and Skomorowski, 1998], 

b) },{)(: , FALSETRUEDf BAZ →Θ  is a starting predicate, where the 

graph Z  is created from the start symbol Z by removing non-terminal 
nodes, 

c) P is a production set of the form p=(l, D, C, f), where: 
– (l, D, C) is a probabilistic production in accordance with the 

definition of the sTLP grammar (definition in [Flasinski and 
Skomorowski, 1998]), 

– },{)(: , FALSETRUEDf BA →Θ  is the predicate of 

applicability of production p, where the graph D  is created 
from graph G by the removal of non-terminal nodes.   

 
The next step consists in defining the appropriate grammars capable of generating 

arIE and HrIE graphs. In the first case, this is an attribute controlled acsETPL(k) 
grammar (def. 5). The applicability predicates [Oleksik, 2000] added thereto allow us 
to determine, this on the basis of the semantic context (attribute values, in this case a 
set of Zernike moments), whether a specific production may be applied at a given 
stage of argumentation. Thus, at the parsing stage usage is made of information about 
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the shapes of individual primary components. The appropriate stochastic TLsETPL(k) 
grammar is defined analogically (def. 6); this makes it possible to generate random 
HrIE graphs describing the structure of the signature (stage) in a global context. 
 

(a)

(b)

 

c (1.0)
a (1.0)

{e0  (0.5),e1 (0.5)}

1
2

c (0.5)
d (0.5)

3

{e23  (1.0)}

{e3  (1.0)}

c (0.5)
d (0.5)

4

{e0  (0.5),e1 (0.5)}
a (1.0)

5

c (1.0)
a (1.0)

{e0  (0.5),e1 (0.5)}

1
2

d (1.0)

3

{e23  (1.0)}

{e3  (0.5),e4  (0.5)}

d (1.0)

4

{e0  (0.5),e23 (0.5)}
a (1.0)

5

c (1.0)

a (1.0){e1  (1.0)}

1

2

d (1.0)

3

{e23  (1.0)}

{e3  (1.0)}

a (1.0)

4

{e0  (0.5),e23 (0.5)}
a (1.0)

5

a (1.0)

6

{e6  (1.0)}

{e3  (0.5),e4  (0.5)}

a (1.0)

7

A
00

A
11

A
20

A
66

...

...

...

A
00

A
11

A
20

A
66

...

...

...

A
00

A
11

A
20

A
66

...

...

...

A
00

A
11

A
20

A
66

...

...

...

A
00

A
11

A
20

A
66

...

...

...

A
00

A
11

A
20

A
66

...

...

...

A
00

A
11

A
20

A
66

...

...

...

A
00

A
11

A
20

A
66

...

...

...

 

Figure 12: Collection of attributed random IE graphs (hidden layer) connected  
respectively with:  (a) and (b) first layer graphs  depicted in Fig. 11. 
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Definition 6. A stochastic hierarchical TLsETPL (n,k) grammar generating HrIE 
graphs is known as G = (ΣI, ΔI, ΓI, ΡI, ΖI, {GIIi}), where: 

 n – determines the number of sETPL(k) grammars on which the 
TLsETPL(k) grammar is based, 

 IΣ  is a finite, non-empty set of node labels of the layer of the 
hierarchical graph known as the first level layer, 

 IΓ  is a finite, non-empty set of edge labels of the first level layer, 
 PI is a set of probabilistic productions (l, D, C) such that the grammar 

G = (ΣI, ΔI, ΓI, ΡI, ΖI) is an sETPL(k) grammar, 
 ZI is the starting graph known as the grammar axiom belonging to 

II
HrIE ΓΣ , , 

 {GIIi} is a set of acsETPL(k) grammars comprising the layer of the base 
graph, known as the second level layer, such that GIIi is a class 
acsETPL(ki) grammar for a certain ki, 

 k - fulfils the condition: kkkacsETPLG iiIIi ≤∈∀ )( , 
 ΣII, ΔII, ΓII, ΖII are determined as for the acsETPL(k) grammar defined in 

accordance with [Flasinski, 1993]. 
 

The final stage consists in generating, on the basis of random graphs of the I and 
II level (considered as positive language samples), of appropriate stochastic grammars 
acsETPL(k) and TLsETPL(k). 

4 Recognition system  

Once we have prepared the appropriate specimen database, the corresponding process 
of signature recognition and verification is based on syntactic analysis mechanisms. 
An analysis is performed of the affiliation of the graph description of the tested 
signature in the form of an HIE graph to the language generated by the TLsETPL(k) 
grammar representing specimens (Fig. 13). 
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Figure 13: Recognition/verification process. 

Thanks to the utilisation of syntactic formalisms based on class ETPL(k) 
grammars, the parsing process itself is effective as regards calculations (polynomial 
membership problem) [Flasinski and Skomorowski, 1998] [Skomorowski, 1996] 
[Skomorowski, 1999]. 

5 Conclusion  

This paper describes new algorithms for the effective and secure analysis of hand-
written signatures aimed at their recognition. These techniques are based on advanced 
linguistic formalisms belonging to Computational Intelligence methods. In the future, 
the solutions presented can be used in new generation intelligent IT systems dedicated 
to the semantic interpretation of patterns as well as to collecting identifying and 
biometric data. The methods described have turned out to be extremely universal and 
they will extend the capabilities of secure personal authentication  to include the 
analysis of handwritten signature patterns.  

Research has been conducted on the techniques presented in this text to estimate 
their preliminary operating efficacy.  

An initial assessment of the precision of the method has been effected on a small 
signature database. Five volunteers apposed 24 signatures, with 6 additional 
counterfeit signatures being made for each person (simple and skilled forgeries). 
Furthermore, 6 random forgeries were added to the pool. In effect, 12 genuine 
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signatures and 12 counterfeit signatures were obtained for each person. The specimen 
database was constructed on the basis of 12 randomly selected (from 24) genuine 
signatures in each instance. The results obtained in the form of FRR (False Rejecting 
Rate) errors and FAR (False Acceptance Rate) errors have been presented in Table 3. 

 
FAR*100% FRR*100% 

11.6 21.6 

Table 3: Accuracy (5 writers/24 signatures each) 

The future direction of research shall concentrate on improving the effectiveness 
of the mechanism. The effectiveness is considered as the quality indicator of the 
recognition algorithm expressed in the form of FAR/FRR ratio. To obtain further 
significant reduction of the error rates it appears necessary to take into consideration 
certain dynamic characteristics of signatures, which may be easily effected by 
extending the scope of attribute values assigned to individual primary components. 
Such information would make it possible for the algorithm to better cope with skilled 
and high-skilled signatures. 
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