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Abstract: Many companies rely on patent engineers to search patent documents and offer 
recommendations and advice to R&D engineers. Given the increasing number of patent 
documents filed each year, new means to effectively and efficiently identify and manage 
technology specific patent documents are required. This research applies a back-propagation 
artificial neural network (BPANN), a hierarchical ontology technique, and a normalized term 
frequency (NTF) method to develop an intelligent system for binary knowledge document 
classification and content analysis. The intelligent system minimizes inappropriate patent 
document classification and reduces the effort required to search and screen patents for 
analysis. Finally, this paper uses the design of light emitting diode (LED) lamps as a case study 
to illustrate and verify the efficiency of automated binary knowledge document classification 
and content analysis. 
 
Keywords: BPANN, document classification, hierarchical ontology, normalized term 
frequency 
Categories: H.3.1, H.3.3 

1 Introduction  

Companies are driven by consumers and competitors to introduce new products in a 
timely matter. However, introducing complex product designs that involve different 
technical domains of R&D noticeably increases the risk of failure for new products. If 
a firm searches knowledge documents to find the most advanced technology available 
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to develop new products, then they avoid repeating research development and shorten 
the delivery time of new products. According to the report of the European Patent 
Office [EPO, 07], up to 80% of the newest and most advanced technical knowledge 
can be accessed through patent databases. Patent documents reveal considerable 
details of the underlying knowledge. Patent databases are the most prolific and up-to-
date source of R&D technological knowledge. Hence, R&D engineers can learn and 
monitor state-of-the-art technology simply by obtaining and studying the right patents. 
In addition, when a company wants to apply for a new patent, a patent search better 
enables the company to understand and evaluate the novelty of their new patent and 
how to strategically position their R&D efforts. 

Intellectual property (IP) rights protection is a fundamental aspect of business. If 
a company detects patents that infringe upon their IP rights, then appropriate actions 
are taken to reduce potential business losses. Moreover, when someone files an 
infringement suit against a company, the company being sued can search for patent 
documents that support prior arts in order to invalidate the lawsuit. In addition, a firm 
avoids infringing upon other companies’ patents by thoroughly reviewing existing 
patents. Hence, a company must collect and understand related patents when 
conducting R&D. The attack and defence of IP rights among companies is a critical 
issue since it affects strategic business operations and investments. Consequently, 
patent analysis plays a critical role. Due to the rapid development of technology and 
the needs for IP protection, the total patent applications surpassed 500,000 in 2010 
[USPTO, 10]. Traditional patent analysis, that relies on well-trained patent engineers, 
patent attorneys and R&D engineers, is hindered by the overload of technology 
claims. If patent engineers use the international patent classification (IPC) or the US 
patent classification (UPC) to search patent documents in a specific domain, they 
often acquire too many documents and cost excessive time to manually screen 
documents. In addition, patent engineers use keywords to search patent documents 
and there are no ontological standards for keywords. If patent engineers cannot 
provide proper keywords, the search result will find too few or too many patents. In 
order to solve the above mentioned problems, this research employs a back-
propagation artificial neural network (BPANN) and a hierarchical ontology to 
develop an intelligent system for automated binary knowledge document 
classification and content analysis. The approach assists patent engineers to better 
search and screen domain-specific and technology-specific patents. In addition, this 
paper applies a hierarchical ontology and normalized term frequency (NTF) values to 
create an analytical method for computing the content ratio of each critical technology 
disclosed in a patent document. The analytical results avoid retrieving irrelevant 
patent documents. Finally, the intelligent system allows patent engineers to input 
multiple search conditions to find relevant patents with higher accuracy comparing to 
the previous approaches. 

2 Literature Review 

In order to enhance global competitiveness, technology companies have increased 
their efforts in patent analysis and management. This section organizes research 
related to patent management, document management, and knowledge management 
techniques. Almonayyes [2006] incorporates a Naive Bayes classifier with case-based 
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reasoning to classify Arabic documents into categories appropriate for analysis. The 
results show that the classification accuracy is improved by integrating the 
explanation patterns with the Naive Bayes classifier. Brank et al. [2008] used a 
classifier training and feature selection method for large documents. The feature 
selection uses the weights obtained from the linear classifier and incorporates the 
relative importance of features for classification. The results show that feature 
selection using weights from the linear support vectors classifies documents better 
than the odds ration and information gain method. Yoon and Park [2004] proposed a 
network based patent analysis method to show the relationship between domain 
patents in a virtual network. This approach enables the quantitative evaluation of a  
patents’ degree of importance, degree of newness, and degrees of similarity. Lee et al. 
[2009] proposed a method for creating and utilizing keywords derived from patent 
maps and applied these words to facilitate the new technology creation processes. 
Trappey et al. [2009b] used an ontology combined with TF-IDF (Term Frequency - 
Inverse Document Frequency) concept clustering to automatically summarize patents 
for efficient IP sharing and exchanges. Li et al. [2009] proposed a snowball rolling 
procedure to retrieve significant keywords for patent document searches. 

In order to help engineers obtain domain specific patent documents, Lai and Wu 
[2005] employed patent co-citation analysis to establish a patent classification system. 
The classification system reveals the relationship of technologies and the evolution of 
a technology category. This method has been applied to research planning, the 
creation of patent portfolios, and the formation of licensing strategies. Kim and Choi 
[2007] use the k-nearest neighbor approach to categorize Japanese patent documents. 
By considering several factors within a technological field, their research calculates 
similarity scores between a given set of documents. Hsu et al. [2004] developed a 
multi-channel legal knowledge service platform. This platform applies key phrase 
clustering technology to categorize patent documents without displaying the 
hierarchical structure of the underlying technology. Trappey et al. [2006a] used a 
back-propagation network to identify a patent document’s category based on a 
hierarchy of international patent classification (IPC) standards. Moench et al. [2003] 
pointed out that the use of semantic technologies produces high quality search results 
and decreases the time spent searching for documents. Ontology-based methodologies 
yield a variety of standardized knowledge representations [Bergmann, 03]. 
Consequently, ontologies are better suited to express domain-specific knowledge [Li, 
03]. Trappey et al. [2006b] developed an ontology-based neural network document 
categorization system. This system combines the frequency of key phrases and 
ontology-based neural network to classify patent documents. However, the use of pre-
defined categories based on either international patent classification (IPC) or the US 
patent classification (UPC) is too general to satisfy the need for specific patent 
analysis. A self-developed classification method is required. Hsu and Trappey [2006] 
presented a method for technology and knowledge document cluster analysis. Their 
approach helps companies with patent map analysis, sub-technology clustering, patent 
document clustering, and technology maturity measurement. Trappey et al. [2009a] 
proposed an improved methodology using fuzzy ontological document clustering 
approach using domain ontology as clustering criteria. Moreover, patents can be 
grouped using a non-exhaustive ontological clustering approach [Trappey, 10] for 
patents consisting of multiple claims.  

1993Chiang T.-A., Wu C.-Y., Trappey C.V., Trappey A.J.C.: An Intelligent ...



  
  

3 The NTF-based Binary Document Classification and Content 
Analysis Methodology 

Figure 1 shows the architecture for NTF-based binary document classification and 
content analysis. The methodology includes four parts, which are (1) creating the key 
phrase dictionary, (2) extracting domain-specific patent documents, (3) analyzing the 
content ratio of each critical technology for the domain-specific patents and (4) the 
semantic search for finding the technology-specific patents. The following 
subsections elaborate each part of the methodology proposed in the paper. 
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Figure 1: The architecture and methodology for NTF-based binary document 
classification and content analysis 

3.1 Creating key phrase dictionary 

This research downloads patent documents from the United States Patent and 
Trademark Office database. The patent documents include the domain-specific patent 
documents and other patents. These patent documents are uploaded into the system, 
which segments the patent documents into single words. Since the stop words contain 
little information, these words are removed. To recognize the morphology of words, a 
lexical dictionary [Matsuo, 04] is used to identify the nouns and verbs. Afterward, the 
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Porter algorithm [Porter, 80] is used to merge words with different tenses and 
plurality. Consequently, words with the same roots are integrated [Kantrowitz, 00] 
and reduce the dimension of the word and phrase vector.  

The traditional approaches for key phrase extraction include Term Frequency-
Inverse Document Frequency (TF-IDF) and Normalized TF (NTF) as shown in 
Equations 1 and 2 respectively. The TF-IDF approach often eliminates the domain 
key phrases because when the key phrases appear in each patent document, the value 
of jidf  is zero. Since the term frequencies are affected by the total word counts (or 
length) of the document, this paper adopts the NTF method [Salton, 88] to avoid the 
TF bias due to document length variation. If the values of NTFs exceed the threshold, 
then the system retrieves these phrases and saves them in the key phrase dictionary. 
 

jjk idftfIDFTF ×=−
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⎟
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n                                                    (1) 

where  
jktf  is the number of the key phrase j in the document k. 

n is the total number of documents in the document set. 
jdf  is the number of documents containing the key phrase j in the document set. 
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where 
jkNTF : the NTF of the key phrase j in the document k, 

jktf : the number of the key phrase j that occurs in the document k, 

sdn : the total number of key phrases in the document s, 
n : the total number of documents in a document set. 

3.2 Extracting domain specific patent documents 

After key phrase extraction, the neural network model for binary document 
categorization is discussed. An artificial neural network (ANN) is a data modeling 
tool used to capture and represent complex input/output relationships. An ANN is 
composed of a large number of highly interconnected processing neurons working in 
unison to solve problems. Therefore, an ANN can be configured for pattern 
recognition or document classification. There are two features of an ANN. First, an 
ANN acquires knowledge through learning. Second, the ANN’s knowledge is stored 
within inter-neuron connection strengths known as synaptic weights. 
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Chen et al. [2006] proposed a hierarchical neural network to classify documents 
and discovered that hierarchical neural networks improve the accuracy of 
categorization. Farkas [1993] proposed a method that represents concept vectors in a 
semantically meaningful way that combines BPANN with self-organizing maps 
(SOM) to build efficient and effective automatic document classification systems. 

In this research, the BPANN method is used as a multi-layer network to solve 
non-linear problems. The BPANN learning algorithm is a supervised learning method 
with the advantage of BPANN is that it adjusts weights between nodes without 
changing the network structure or the activation functions. In addition, Protégé, an 
ontology building tool, is used to construct a domain-specific ontology. An ontology 
is a formally organized knowledge concept, expressed by the relationship between 
objects, or concepts [Trappey, 09a]. An ontology is a unified structure of concepts 
which enables the communication or sharing of information [Chen, 05]. In this 
research, the domain experts define the tree hierarchy of the domain-specific 
knowledge. The ontology is built by domain experts. After establishing the ontology, 
the intelligent system employs NTF to identify high frequency phrases in a 
knowledge document and then import a domain-specific ontology into the system. 
The intelligent system automatically identifies which high frequency phrases are key 
phrases. Since a domain specific class includes key phrases there is seldom a 1:1 
mapping relationship among high frequent phrases, ontological nodes and domain 
specific classes create the basic structure. In addition, because the intelligent system is 
scalable and flexible, users define domains based on specific requirements. Hence, a 
domain can contain the critical technologies of a product, a module, or merely a 
component. The highest layer of a hierarchical ontology tree represents the domain 
concept. The second layer shows the sub-domains of a specific and critical 
technology. The ontology is then used to assist the intelligent system to extract key 
phrases and identify phrase sub-domains. The following section describes the means 
for extracting domain specific knowledge documents where binary document 
classification is based on the ontology. If the ontology is modified, the binary patent 
document classification will also change. 

The learning algorithm of BPANN is expressed as follows. The equation of 
hidden layer values is shown in Equation 3. The equation translates the weights from 
the input layer to the hidden layer using the activation function of the weighted NTF 
input values. The activation function is a sigmoid function as shown in Equation 4. 
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The output values, from the hidden layer to the output layer, are calculated using 

Equation 5. 
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The outputs represent the domain-specific classes of patent documents. The errors 
of all output layer nodes are defined by Equation 6. 
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For the backward pass, the methodology adjusts weights using error correction 

rules to adjust the expected output. The gradient value is inferred using Equation 7. 
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Keywords are extracted from training and test patent documents. The BPANN 

model uses the NTF values as input items to automatically classify the knowledge 
documents according to the binary algorithm.  

3.3 Analyzing percentages of critical technologies for patent documents 

The hierarchical ontology maps the keywords and their sub-ontologies. Hence, the 
total number of key phrases in a knowledge document and the frequencies of the key 
phrases for specific sub-domains are calculated. Afterwards, the well trained BPANN 
model computes the content ratio of each sub-domain. Table 1 displays the analytical 
result representing the content ratio of each sub-domain within each patent document. 

Patents Ratio of 
Sub-Domain 1 

Ratio of 
Sub-Domain 2 … Ratio of 

Sub-Domain n 
No. 1 P(No. 1, 1) P(No. 1, 2) … P(No. 1, n) 
No. 2 P(No. 2, 1) P(No. 2, 2) … P(No. 2, n) 

… … … … … 
No. n P(No. n, 1) P(No. n, 2) … P(No. n, n) 

Table 1: The content ratio of patent documents 
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3.4 Semantic search for technology specific patent documents 

Figure 2 depicts a general process to support users in finding critical knowledge 
documents. First, users use the NTF-based content analysis module to analyze a 
knowledge document. When the critical technologies in a knowledge document are 
identified, users compute the content percentage of each critical technology. 
According to these analytical results users set the search conditions including the 
content ratio threshold of each critical technology. The intelligent system allows users 
to set the search conditions related to the bibliographic data of knowledge documents. 
Next, the user oriented semantic search function of the intelligent system performs 
binary categorization to retrieve the documents which best match the engineers’ 
needs. If the search conditions are modified, the results of the binary patent document 
classification also change. If engineers desire to better understand the current state of 
technology, the search is modified using the computer interface. The intelligent 
system finds and prioritizes the related knowledge documents using the content 
percentages. The content ratio of the critical technologies in a knowledge document 
reveals key attributes and claims about the main invention.  
 

 

Figure 2: A general process of finding critical knowledge documents 

4 Case Study 

The case study relates to patent covering claims for light emitting diode (LED) lamps. 
The data and analysis demonstrate the comprehensive capabilities and practical 
contributions for automated binary knowledge document classification and content 
analysis. The case study can be divided into two parts. The first part describes how to 
create the intelligent system. The second part uses a real case as an example to 
elaborate the effectiveness and practical contributions of the intelligent system. With 
regard to the first part, when new product engineers complete the LED lamp 
development process, the intellectual property (IP) department searches for related 
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patents to avoid filing patents potentially infringing upon the prior IPs claimed by 
other inventors. For example, noted that the LED lamp may infringe on the target 
patent CN 200610066778.8. A prior art patent can invalid the target patent based on 
the US Patent Laws [35USC103, 07]♦. Thus, if a prior art patent was found, the target 
patent holder cannot gain business benefits from the patent. 

The database of United States Patent and Trademark Office (USPTO) holds over 
7,000,000 patents. The purpose of the case study is to discover the prior art of the 
target patent (CN 200610066778.8). The application date of the target patent is 
2006/4 and its priority date is 2005/7. Therefore, the search conditions are set before 
the priority date (19950701->20050701). The key phrases include light emitting 
diodes techniques, cooling or heating arrangements of lighting devices, and the 
arrangement of electric circuit elements in or on lighting devices. Total of 90 LED 
patents (60 for training and 30 for testing) are collected corresponding to the search 
conditions given by the domain experts. Further, additional 80 non-LED patents are 
used (60 for training and 20 for testing) for building the BPANN intelligent system to 
automatically perform binary knowledge document classification. First, the intelligent 
system uses the predefined lexical dictionary and stop words to extract the key 
phrases and calculate the NTF values of all phrases. Then, the intelligent system 
provides the top 100 NTF values of key phrases used to build the domain ontology. 
Some of the extracted key phrases are shown in Table 2. Based on the description of 
claims, the case study analyzes the relationship between key phrases and the LED 
patent claims. The next step is to build the LED lamp ontology (shown in Figure 3) to 
train the BPANN model. 

Lamp Assembly Wire Winding Box Light Emitting 
Diodes Reflector 

pressure discharge 
lamp lampshade conductive light 

source 
lamp device light bulb heat sink circuit 

substrate temperature lamp seat lamp base 

Table 2: Partial key phrases derived from patents 

 
 
 
 
 
 

                                                           
♦ [35USC103, 07] … (a) A patent may not be obtained though the invention is not 
identically disclosed or described as set forth in section 102 of this title, if the 
differences between the subject matter sought to be patented and the prior art are 
such that the subject matter as a whole would have been obvious at the time the 
invention was made to a person having ordinary skill in the art to which said subject 
matter pertains. Patentability shall not be negated by the manner in which the 
invention was made… 
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Figure 3: The LED lamp ontology 

The intelligent system inputs the NTF values of key phrases to train the BPANN 
model-based intelligent system. The case study prepares 120 (60 LED and 60 non-
LED) training patents and 50 (30 LED and 20 non-LED) test patents. With regards to 
the size of a training set, this research requires that the accuracy is over 90% for the 
classification result. The binary classification network of the intelligent system 
includes the input layer, the hidden layer and the output layer. The number of the 
input nodes is 50 and the number of the hidden nodes is 26. The transfer function uses 
a sigmoid function as shown in Equation 4. The training parameters include 1000 
iterations, a learning rate of 0.2 and a momentum of 0.8. The performance of the 
binary categorization network is shown in Table 3. 

Number of Training Patents LED Patents: 60 
Non-LED Patents: 60 

Training - Root Mean Square Error (RMSE) 
[Trappey, et al., 2006a] 6.8% 

Training - Set Accuracy 
[Trappey, et al., 06b] 93.5% 

Number of Test Patents LED Patents: 30 
Non-LED Patents: 20 

Test - RMSE 13.5% 
Test - Set Accuracy 83% 

Table 3: The results of the technology specific model 
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60 training patents and 30 test patents for the LED domain are used to build the 
analytical model defining the content percentage of critical LED lamp technologies. 
The critical technologies include circuit element configuration, cooling apparatus, and 
light emitting diodes. The key phrases in the patent document are extracted using a 
predefined ontology. Then, the extracted key phrases are used to train the content 
percentage of each critical technology. The numbers of hidden nodes and output 
nodes of the model are 27 and 3 respectively. The transfer function is the sigmoid 
formula and the training parameters include 8,000 iterations, a learning rate of 0.15, 
and a momentum of 0.85. The performance of the analytical model is shown in Table 
4. The well trained model enables the IP department to analyze the content ratio of 
prior art patents effectively and efficiently. The IP engineers use the results of the 
binary knowledge document classification and content analysis to evaluate the prior 
art patents to avoid patent infringement lawsuits. Figure 4 shows the target patent 
invention used in the case study. 

 

Number of Patents 
Subclass: Cooling Apparatus: 36 
Subclass: Light Emitting Diodes: 15 
Subclass: Circuit Element Configuration: 39 

Training - RMSE 3.1% 
Training - Set Accuracy 96.5% 
Test - RMSE 19.6% 
Test - Set Accuracy 87.4% 

Table 4: The analytical results derived using content percentage of each critical 
technology in the LED domain 

 

 

Figure 4: A drawing of the invention related to the target patent 
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This research uses an intelligent system to acquire the ratio of critical technology 
test patents. Table 5 shows the content percentage of each critical technology of 3 
LED domain patents. Patent No. US5857767, among the test patents, best describes 
thermal management systems for LED arrays. The content levels for cooling 
apparatus, LED, and circuit element configurations are 51.7%, 33.5%, and 14.8% 
respectively. The subject invention relates to LEDs mounted in an array on a circuit to 
avoid damaging temperatures as shown in Figure 5. Patent No. US6948829 focuses 
on the design of LED bulbs. The present invention relates to light bulbs that use 
LED’s as light emission elements (Figure 6). The claim of Patent No. US6942365 
describes the housing of a high intensity LED lamp that also provides electrical 
connectivity, heat dissipation, and a reflector device in a compact and integrated 
package (Figure 7). Using the above explanations, the analytical model of content 
percentages showcase the benefit of extracting and expressing important information 
derived from patent documents.  

Critical Technologies 
Patent No. Cooling 

Apparatus  
Light Emitting 
Diodes  

Circuit Element 
Configuration 

US5857767 51.7% 33.5% 14.8% 
US6948829 25.1% 62.4% 12.5% 
US6942365 23.6% 12.7% 63.7% 

Table 5: Percentages of critical technologies for three LED domain patents 

 

Figure 5: The LED cooling apparatus for Patent No. US5857767 
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Figure 6: The light emitting diodes for Patent No. US6948829 

 

Figure 7: The circuit element configuration for Patent No. US6942365 

After training the intelligent system, IP engineers search for patent documents 
with overlapping prior art claims. First, the IP engineer uses the application date of a 
target patent and the key phrases of the device to search for relevant patents. 
Afterwards, the binary knowledge document categorization model classifies 170 
relevant patents and identifies 90 patents related to the LED domain. Then, the 
analytical model computes the content percentage for the 90 LED patents. Finally, the 
IP engineer selects the critical technologies and sets the lowest content ratio for each 
critical technology in a patent document. In this case, the IP engineer set the content 
levels for the cooling apparatus and LED at 40% and 20% respectively. The 
intelligent system identifies US patent US7165866, which relates to a light with an 
enhanced and heat dissipating bulb (Figure 8). The content analysis of patent 
US7165866, shown in Table 6, identifies this patent having similar technical content 
and can potentially being a prior art of the target patent (CN 200610066778.8). Thus, 
further investigation of US7165866 is needed when the infringement legal matter of 
the target patent occurred. 
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Figure 8: The potential prior art patent US7165866 

Technology-Specific Cooling Apparatus Light Emitting Diodes 
Lowest Constraint 40% 20% 
US7165866 54% 25.6% 

Table 6: The result of other technology specific patents 

The proposed NTF-based binary document classification is evaluated by 
comparing results with similar tests conducted using the legal knowledge 
management (LKM) system [Hsu, 2004], the TF-based ANN classification system 
[Trappey, et al., 2006a] and the fuzzy ART patent analysis system [Trappey, et al., 
2010]. This paper proposes three evaluation indexes, including the degree of accuracy 
for the domain-specific patent categorization, the degree of accuracy for the 
technology-specific patent categorization satisfying the searching conditions, and the 
total average deviation between the threshold conditions and the content ratios of 
patents selected by the system as shown in Equation 8, 9, 10 and 11. Because other 
systems cannot provide the analytical function of the content percentage of each 
critical technology, we use the results of domain-specific patent categorization to 
calculate the degree of accuracy and the total average deviation. 
 

B
ADA =                                                         (8) 

 
where DA: the degree of accuracy for the domain-specific patent categorization; 
A: the number of domain-specific patents selected by the system; 
B: the correct number of domain-specific patents. 

 
 
 

D
CTA =                                                        (9) 

where TA: the degree of accuracy for the technology-specific patent categorization 
satisfying the searching conditions; 
C: the number of technology-specific patents selected by the system that satisfies the 
searching conditions; 
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D: the correct number of technology-specific patents categorization that satisfies the 
searching conditions. 
 

n
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where iTP : the average deviation between the threshold condition and the content 
ratio of each patent selected by the system for the specific technology i; 

i
jDP : the absolute deviation between the threshold condition and the content ratio of 

the jth patent selected by the system for the specific technology i; 
n: the number of patents selected by the system. 

 

I

TP
AP

i
I

i
∑

= =1                                                    (11) 

where AP : the total average deviation between the threshold conditions and the 
content ratios of patents selected by the system. 
 

The results of performance evaluation of the four systems are shown in Table 7. 
From the analytical results, we can understand that the proposed intelligent system 
has the best accuracy for the domain-specific patent categorization. In addition, the 
intelligent system has the ability of content analysis of patents. Therefore, the degree 
of accuracy for the technology-specific patent categorization and the total average 
deviation of the proposed intelligent system obviously outperform other systems as 
shown in Figure 9. 

Evaluation Indexes Systems DA TA AP 
LKM [Hsu, 2004] 86% 70% 81% 

TF-based ANN [Trappey, et al., 2006a] 91% 74% 74% 
Fuzzy ART [Trappey, et al., 2010] 83% 67% 87% 

NTF-BPANN (this research) 93% 100% 100% 

Table 7: The results of performance evaluation of the four systems 
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Figure 9: The evaluation results of the indexes for different patent classification 
approaches 

5 Conclusions 

While several academic papers focus on patent classification and search, the majority 
of papers assume that domain specific patent documents are obtained and then 
automatically categorized according to their IPC codes. The IPC system often fails to 
satisfy real world requirements for more specific technological classifications. In 
addition, using an IPC system, patent engineers frequently retrieve too many patent 
documents unrelated to their search objectives. If IP engineers establish more accurate 
search conditions, the workload to read, review, and classify emerging technologies is 
significantly reduced. This paper applies BPANN and an ontology map to develop an 
intelligent system for automated binary knowledge document classification and 
content analysis. Patent engineers and R&D engineers identify domain specific patent 
documents and determine the content percentages of critical technologies in a patent 
document. By setting the lowest threshold level of each critical technology, engineers 
are better enabled to efficiently and effectively find patents of interest. Finally, this 
paper demonstrates the methodology and intelligent system using LED patent analysis 
case. LED patent screening, sub-technology patent classification, and prior art patent 
identification are conducted to verify the superior performance of automated binary 
knowledge document classification and content analysis. 
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