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Abstract: Fake news has invaded social media platforms where false information is being prop-

agated with malicious intent at a fast pace. These circumstances required the development of

solutions to monitor and detect rumor in a timely manner. In this paper, we propose an approach

that seeks to detect emerging and unseen rumors on Twitter by adapting a pre-trained language

model to the task of rumor detection, namely RoBERTa. A comparison against content-based

characteristics has shown the capability of the model to surpass handcrafted features. Experimental

results show that our approach outperforms state of the art ones in all metrics and that the fine

tuning of RoBERTa led to richer word embeddings that consistently and significantly enhance the

precision of rumor recognition.
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1 Introduction

The evaluation of information credibility relates to multiple areas such as communication,
psychology, information science, marketing, and interdisciplinary human-computer
interaction efforts (HCI). Each field has analyzed the construct of credibility assessment
and its functional meaning using a variety of approaches [Rieh and Danielson, 2007,
Bounhas et al., 2015b].

Millennials and post millennials rely mainly and oftentimes solely on online sources
to provide them with newsworthy content. However, fake news is trending, which
showcases the state of social media credibility. This phenomenon has jeopardized to
some extent the 2016 US elections. Facebook CEO Mark Zuckerberg stated that during
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these elections nearly 126 million Americans saw Russian backed politically oriented
content in their Facebook feed. Furthermore, a study conducted by Pew Research Center
has shown that 51% of adults in the US consider news shared in social media as inaccurate.
The distrust is due in part to the rumors often shared across social media platforms and
the absence of gatekeepers to obstruct their propagation.

A rumor is defined according to the merriam-webster 1, as “talk or opinion widely
disseminated with no discernible source”. In the scope of our study, we define rumor
in social media as an information that is presented in a manner that attracts the reader’s
attention and incites them to share it, although, its content is unverified and its truth value
can be questioned.

Such characteristics coupled with the ease of sharing and the absence of safeguards
to verify and approve content before it is published, facilitate a fast dissemination of
unverified information. In online platforms such as social media, more specifically in
Twitter, newsworthy content is been propagated at an overwhelming rate [Kwak et al.,
2010].Amongst these information lies a portion of rumorous content that was published in
a malicious intent to alter the public opinion and deceive it [Badawy et al., 2018, Morgan,
2018, Bradshaw and Howard, 2017]. Even the recent pandemic of COVID19 has seen
immense propagation of false or unverified information that target substances that may
cure patients or far-fetched explanation of the origin of the virus and how it behaves
[Tasnim Samia, 2020].

Some text related problems require the model to have a language understanding
capability in order to solve them. Rumor detection in Twitter is one of them, where it
can be noticed that Natural Language Processing (NLP) can provide powerful tools to
distinguish unverified content from trustworthy one. Text classification in NLP has seen
various real world implementations whether in fraud [Fisher et al., 2016], bot detection
[Gilani et al., 2016] or sentiment analysis [Kanakaraj and Guddeti, 2015, Cenni et al.,
2017]. Rumor detection in Twitter is one of the fields were NLP was applied to enable an
understanding of rumorous content [Li et al., 2020, Su et al., 2020, Hamidian and Diab,
2019]. Recent advances in the field of vector representations of words has witnessed
the introduction of pre-trained language models (PLMs) [Liu et al., 2019, Devlin et al.,
2019, Zaib et al., 2020, Yang et al., 2019]. They excelled at text classification tasks
and surpassed previous techniques such as Word2Vec [Mikolov et al., 2013] and Glove
[Pennington et al., 2014] in sentiment analysis [Sun et al., 2019, Xu et al., 2019], event
detection [Chakma et al., 2020] and other fields [Zhu et al., 2019, Wang et al., 2019].

Language models when pre-trained on large scale unlabeled data are able to output
embeddings that encompass a universal language representation. These models are
suitable and efficient for downstream NLP tasks once they are fine tuned on the target
task. In the context of rumor detection, the use of PLMs is still in its early investigations.
To the best of our knowledge, only a work by [Han et al., 2019] has explored ELMo
PLM [Peters et al., 2018] to augment rumor datasets and improve the performance of
rumor detection models. Furthermore, approaches seeking to detect rumor or fake news
in other platforms (Reddit, News Outlets, Facebook) are not within the scope of our
study [Jwa et al., 2019, Majumder and Das, 2020, Baruah et al., 2020].

The lack of approaches exploring PLM in rumor detection on Twitter and their po-
tential in text classification tasks is the main incentive for our approach. The proposed
solution introduced novel tweet processing steps and a set of PLM-based data augmen-
tation techniques that enable efficient fine-tuning of the RoBERTa model [Liu et al.,
2019] to the task of rumor detection. The fine-tuned RoBERTa Pre-trained Language

1 https://www.merriam-webster.com/
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Model (RoPLM) can provide rumor-sensitive word embedding for tweets, enabling better
performance in recognizing rumor-propagating tweets.

The rest of the paper is organized as follows. Section 2 presents a brief glance into
previous approaches of rumor detection in Twitter. In Section 3 we present the proposed
approach which is experimented in Section 4 where we present our results and major
findings. Finally, Section 5 concludes the paper and suggests some future research
directions.

2 Related Works

Mankind has sought credible sources that provide reliable and trustworthy information
since the dawn of time. However, distinguishing between rumor-promoting users and
trustworthy ones remains a challenging task. Numerous solutions were proposed to
evaluate content and source credibility both offline (documents, historical events, etc.)
[Bounhas et al., 2015b] and online (social media, websites) [Castillo et al., 2011, Hamdi
et al., 2020, Jin et al., 2014, Slimi et al., 2019b, Wu et al., 2016].

Indeed, computer credibility matters when it acts as a knowledge source, a decision
aiding tool or report on work that was performed by humans. They also point out that
computers lose credibility when they provide information that the user deems as false and
they gain credibility when the content is perceived as correct. Thus, a source consistency
in providing reliable and trustworthy content is a major factor in determining its credibility
[Fogg and Tseng., 1999].

To restore trust to social media platforms, numerous approaches were proposed by
researchers to detect trustworthy content and sources of information. For the scope of
our study, we will focus on solutions that were developed for Twitter.

We take a quick and brief glance at some papers that set the basis for credibility
evaluation onTwitter. [Castillo et al., 2011] is themost cited work in the field of credibility
evaluation in Twitter. They relied on a set of hand-crafted features and a set of classifiers
to detect newsworthy tweets and evaluate their credibility. [Gupta et al., 2014] are one
of the first to tackle the assessment of tweets credibility in real time. In [Jin et al., 2014],
authors approached credibility assessment of tweets from a social and graph-based
features angle, where they established a hierarchical network structure that describes
event, sub-events and messages levels and explores them through the propagation of
credibility values to determine tweet and event veracity.

In recent works, the main focus was to explore either machine learning or deep
learningmodels to detect latent features in tweet textual content and use them to determine
if a tweet propagates a rumor or not. This task has been handled in two manners: i) as
a four-class problem (unverified/non-rumor/true rumor/false rumor) which seeks to
evaluate information credibility ;and, ii) as a binary problem (rumor/non-rumor) which
aims to detect rumor content independently of its truth value. In the proposed approach,
we adopt the latter.

2.1 Machine Learning-based Approaches

In [Mendoza et al., 2010], authors analyzed the impact of a crisis event on the flow of
information in twitter. They focused on the propagation of false rumors. They stated that
tweets corresponding to rumors propagate differently than confirmed truth since rumors
tend to be questioned more often. [Zou et al., 2015] introduced a generative probabilistic
model to enable the real-time prediction of credible events. Their approach predicts the
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credibility label of an event based only on few tweets without relying on the whole set
of tweets describing the event. The model relies on an update function that modifies
the value of credibility at each influx of new tweets. Each tweet is characterized by a
set of content features and its community interactions. In fact, they consider a feedback
on a message (tweet) positive if the total number of retweets and likes is greater than a
predefined threshold. They found that the model Precision improved as the number of
tweets increased. [Kwon et al., 2017] split the events into various time windows ranging
from hours to months. Then, they investigated the impact and consistency of features
in detecting rumors over time. They confirmed that structural and temporal features
allowed the recognition of rumors in longer time windows. Nevertheless, these features
are not available during the early stages of rumor propagation. Therefore, to ascertain
the veracity of rumors promptly, the authors suggest using user and linguistic features.

2.2 Deep Learning-based approaches

Deep learning-based solutions have attracted researchers’ attention in recent years due
to their ability to discern latent features within the data (deep features) and perform
well contrary to classical machine learning approaches that usually rely on hand-crafted
features. Indeed, fake news and rumor detection were one of those fields where we
can distinguish several prominent solutions that often surpass machine learning-based
approaches in the task of evaluating information credibility. However, for the scope of
our study, we will discuss and solely focus on approaches that address rumor detection
on Twitter. Thus, the evaluation of news articles [Ma et al., 2018] and Reddit posts
credibility [Gorrell et al., 2019] will not be included. We justify such a selection criterion
to the nature of our proposed approach that relies on binary class labeled rumor datasets
of tweets.

Usually, stance classification and rumor detection are handled as two separate tasks
[Gorrell et al., 2019]. However, [Alkhodair et al., 2020] proposed a model that handles
the aforementioned tasks jointly which required the extraction of commonly shared
features from the two tasks. Their approach mainly relies on Reccurent Neural Networks
(RNN) and handles the rumor detection on the event level instead of the tweet level.
RNN architectures were also adopted by [Alkhodair et al., 2020] where they proposed a
model that jointly embeds the tweets using word2vec and classifies them as rumorous
or not. By evaluating their approach on various datasets they have proven the ability of
their model to detect unseen emerging rumors.

In [Ahsan et al., 2019] approach, authors proposed a deep learning model which
employs CNN to detect fast-paced rumors by relying on two sets of features; hand-crafted
features and tweet embedding. They simulate the flow of breaking news rumor by varying
the topics included in each of the training and test sets. The main drawbacks of their
approach resides in their evaluation scheme where they opted for a split of 70/30 instead
of a cross-validation. They also only evaluated the model performance based on accuracy
which is a measure that can be misleading in unbalanced datasets such as Pheme where
the model evaluation results are skewed by the majority class.

To the best of our knowledge, pre-trained language models were explored in fake
news detection [Zhang et al., 2020, Wu and Chien, 2020, Antoun et al., 2020] but not
in the context of rumor detection in Twitter. The difference between these two tasks is
that Fake news detection consists of the prediction of the chances of a particular piece
of information (news article, reviews, posts, etc.) being intentionally deceptive, while
rumor detection tries to distinguish between verified and unverified information (instead
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of true or false) and the unverified information may turn out to be true or false, or may
remain unresolved.

In the proposed approach, we harness the potential of pre-trained language model
RoBERTa through the exploration of transfer learning on rumor dataset to adapt the PLM
to the task of rumor detection in Twitter. We also aim to answer the following research
questions:

– RQ1: what are the factors that contribute to a proper representation of the rumor
detection problem thus enabling a better performance by the fine tuned models?

– RQ2: can rumor sensitive embedding obtained through fine tuned PLM surpass
hand crafted features in the task of the detection of emerging and unseen rumor?

Figure 1: Architecture of the Proposed Approach

3 Proposed Approach

In our proposed approach, we tackle rumor detection in Twitter (TRD). Previous works
[Castillo et al., 2011, Gupta et al., 2014, Thakur et al., 2018] have shown that tweet
features e.g. number of retweets, number of likes and user features such as followers and
followees count, etc.., may contribute to identifying rumor from verified information.
However, these approaches were surpassed by deep learning-based approaches that do
not rely on hand crafted features but instead resort to discerning hidden latent features
from tweets text. In this section, we present an approach that explores the ability of
RoBERTa [Liu et al., 2019] in adapting to TRD task when it is exposed and trained on
sufficient data describing the task. The proposed approach explores the fine tuned model
to output rich and task sensitive word embedding to detect unseen rumor tweets. It is
composed of three components as illustrated in Figure 1. A preprocessing component, a
fine tuning component and a classification component, where the preprocessing steps
are reiterated when the results are not satisfying.

3.1 Tweets Preprocessing

On the one hand, tweets at their raw state are noisy [Kumar and Harish, 2018]. The use of
colloquialism and the presence of linguistic noise, emojis, links, and hashtags hinders the
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Name # tweets
Class Distribution

(%)
# topics

Annotation

Type

Rumor
Non

Rumor

Pheme

[Zubiaga et al., 2016b]
6425 37.39 62.61 9

Tweet

Level

Twitter 15(Tw15)

[Ma et al., 2018]
499 48.90 51.10 N/A

Tweet

Level

Twitter 16 (Tw16)

[Ma et al., 2018]
336 45.83 54.17 N/A

Tweet

Level

CredBank

[Mitra and Gilbert, 2015]
14052 6.33 93.67 6

Topic

Level

Table 1: Description of datasets used in the fine tuning of RoPLM

ability to represent tweets consistently. On the other hand, pre-trained language models
require text that is clear of noise to output a representative word embedding. Thus, we
apply a set of preprocessing steps to tweets to enable and promote for a richer word
embedding. Preprocessing steps are as follows:

– Tweet Cleaning: removing stop words, link, hashtags, four letter words, and also
replacing emojis with their corresponding word e.g. smiley emoji is replaced by the
word happy.

– Labels Unification (LU): topic level annotation refers to dataset where tweets of the
same topic have the same label (rumor/non-rumor). Whereas tweet level annotation
refers to datasets where each tweet has its own label, independently from the topic
that it belongs to. When combining datasets that adhere to different annotation
schemes (tweet level, topic level), a unification of labels is applied. By selecting a
single random tweet from each topic of the dataset (topic level labelling) it leads
to a single tweet per a topic. This step is needed because tweets of the same topic
should not necessarily have the same label (rumor/non-rumor).

– Tuning Class Distribution(TCD): In anomaly, rumor and fraud detection fields, the
target class is usually the minority class. Such class distribution hinders the ability of
the model to provide precise results due to the lack of sufficient instances describing
the target class [Chawla et al., 2003]. By tuning class distribution we attempt to
remedy this issue. We either impose a balanced class distribution or make the rumor
class the majority one. The main driver for this preprocessing is to determine the
impact of class distribution on the fine tuning of RoBERTa [Liu et al., 2019] model
and on the classification task.

3.2 Tweets Embedding Using RoBERTa

Machine learning classifiers require a numerical representation of text data in order
to derive insight from the information they encompass. Indeed, several approaches
can represent text in a numerical fashion like Word2vec [Mikolov et al., 2013], Glove
[Pennington et al., 2014], and other feature learning approaches. However, they output a
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representation which fails at modeling polysemous words and syntactic structures. This
context-independent word embeddings can hinder the performance of machine learning
classifiers.

Figure 2: Process of Extracting Rumor Sensitive Embedding from Tweets

Pre-trained Language Models is an emerging new set of approaches that seeks to
overcome the shortcomings of previous feature learning approaches. Pre-trained language
models were trained extensively on large unlabeled text datasets on high-end machines
equipped with GPUs and TPUs to account for the memory space that these models
require. Accordingly, besides relying on a transformer based multi-layer network, they
come to provide a concise and context-sensitive representation of the words reflecting
hence a decent (or a deep semantic) understanding of the language.

Usually, word representations such as Word2Vec [Mikolov et al., 2013] are learned
through a generalized context and do not provide task-specific information in their
embedding. However, the fine-tuning aspect of a language model allows the user to adapt
these word embeddings/representations by training on the task-specific dataset which
yields embeddings that are context-sensitive and task-specific.

Robustly optimized BERT approach (RoBERTa) [Liu et al., 2019] is a successor
pre-trained language model of BERT. Similar to BERT [Devlin et al., 2019], it is based
on 12 transformer layers that are trained on a single task instead of two. Whereas BERT
is trained on both the masked word and the next sentence prediction tasks RoBERTa was
solely trained on the masked word prediction task. However, the latter was improved
by varying the candidate word for masking across epochs. Furthermore, the RoBERTa
model was trained on 160 GB of text data whereas BERT was trained only on 16 GB of
data. Such a difference in the size of the training corpus as well as the training scenario
induced an enhancement in the quality of the representation vectors and their sensitivity
towards the context thus leading to a richer word embedding.

Lately, pre-trained language models such as RoBERTa [Liu et al., 2019], BERT
[Devlin et al., 2019], and DistilBERT [Zaib et al., 2020] attracted the researchers’ atten-
tion from various fields due to their ability at transfer learning where a swift procedure
of fine-tuning can allow the model to take advantage of the learned model at a low
computational cost. Thus, they can adapt to NLP problems and provide predictions on
previously unknown tasks such as sentiment analysis, question answering, and event
nugget detection.
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Our main goal is to adapt RoBERTa model to the task of rumor detection by the
means of transfer learning. Transfer learning [Pan and Yang, 2009] at its core consists
of the ability of a model that was trained for a general purpose task to be tuned for a
specific task when it is exposed and trained on sufficient data describing the problem. To
this end, we modify the architecture of the RoBERTa model by adding a linear layer on
top of the pooled output for tweet classification. The resulting architecture (RoBERTa
classification model) is fine tuned on rumor annotated datasets (see Figure 2).

Simple as it may appear, fine tuning on a downstream task like rumor detection has
its hardness. The main obstacles that we encountered during tuning of the RoBERTa
model on rumor detection task are: the scarcity of high quality datasets, the target class
being the minority class and the variance in annotation schemes across datasets. Such
constraints impose further preprocessing steps on the data to render it uniform in all
datasets. Nevertheless, this preprocessing can reduce the size of these datasets where in
some cases tweets are deleted to balance the class distribution. Therefore, we refer to
artificial augmentation of data. This augmentation is achieved through novel approaches
based on PLM which generate new samples that vary from the original ones.

3.3 Fine Tuning RoPLM for TRD

The art of fine tuning a model requires sufficient knowledge about the studied domain
and the Pre-trained Language Model (PLM) and access to domain-specific data. In this
section, we will present the process that was employed to fine tune RoBERTa for the
task of rumor detection on Twitter.

Fine tuning a PLM requires domain specific data. Therefore, we referred to four
standard datasets as shown in Table 1. Both BERT and RoBERTa PLMs were tested. In
our experiments we fine tune the RoBERTa model for a number of epochs set initially
to 20; we manually stop the training when no progress is made upon the F1-score of
the validation set within 5 epochs. As for the batch size and the maximum sequence
length, they are fixed at 32 and 256, respectively. For the training of our model, we apply
the AdamW optimizer having a learning rate of 25e-6, a weight decay equal to 0.01,
a gradient clipping set to 1 and a warmup of 10%. Each of the dataset configurations
mentioned previously is fed to the RoPLM model during the fine tuning stage where
it adjusts its weights according to tweet labels and the words used within each class
(rumor/non rumor). Once the weights are adjusted, the test set is provided to the fine
tuned RoPLM, which outputs a rumor-sensitive embedding of its tweets. The tweet
embedding vector is represented on 768 dimensions. This process allows the RoPLM
to discern the hidden latent features that describe each class of tweets. We investigate
the fine-tuning of the RoBERTa model on rumor datasets allowing rumor detection on
twitter. Further details about tweets preprocessing and augmentation will be provided in
the next section.

3.4 Tweets Classification

Our main goal is the detection of emerging and unseen rumor on Twitter. Although, it is
largely dependent on the quality of the embeddings, the important role that the choice
of classifier holds can not be ignored. To this end, we choose three distinct classifiers,
namely Decision Trees, Random Forest and Support Vector Classifier.

The fine tuning component is the main driver of our approach and to evaluate its
quality we feed the embeddings that it outputs to a set of classifiers to determine the ability
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of these embeddings at representing the rumor class. Furthermore, an evaluation of the
embeddings also implies the evaluation of the dataset configuration and the preprocessing
steps that were applied. It provides us with insights that enable us to improve mainly the
label unification and the tuning of class distribution.

As we can notice in Figure 1, the classifier component determines whether the
preprocessing should be reiterated or not. In fact, the quality of the embedding are
determined by a subset of scores that the classifier yield. These scores are the micro F1
score, Precision and Recall.

4 Experiments and Results

In this section, we will present the datasets that were used during the fine tuning and
the testing of RoBERTa Pre-trained Language Model (RoPLM). We will also discuss
the various parameters that impact classifier performance and may lead to a better fine
tuning of RoPLM for TRD.

4.1 Dataset Description

In this section, we enumerate gold standard datasets in the domain of rumor detection
on Twitter. The class distribution and annotation scheme on each of these datasets are
displayed in Table 1. CredBank contains over 60 million tweets but in our approach we
take a sample of 14K tweets from the overall dataset. We also combine Twitter 15 and
Twitter 16 into one single dataset and we refer to it as Tw1516. As for Pheme [Zubiaga
et al., 2016b] it is a version of Pheme with 9 topics. Since five of these topics are in
the test set [Zubiaga et al., 2016a], we can not include them in the fine tuning stage.
Therefore, they are removed and only the remaining four topics are kept. The resulting
dataset contains 624 tweets and we will refer to it as Pheme4.

Topic # tweets # Non-rumor # Rumor

Charlie Hebdo 2079 1621 458

Ferguson 1143 859 284

GermanWings 469 231 238

Ottawa Shooting 890 420 470

Sydney Siege 1221 699 522

Total 5802 3830 1972

Table 2: Test datasets content description

To evaluate the performance of our approach, we use Pheme dataset [Zubiaga et al.,
2016a] as it provides tweet level rumor annotations, which is coherent with our perception
of the rumor detection task. The dataset is also publicly available here 2. It contains
5802 tweets describing five breaking news events that occurred in 2015. Each tweet is
classified as rumor or non-rumor. For the context of our evaluation, we consider rumors
to be non-credible and annotated as (0) and non-rumors as credible and annotated as (1).
The content of the dataset is presented in detail in Table 2.

2 https://figshare.com/articles/Pheme_dataset_of_rumours_and_non-rumours/4010619

https://figshare.com/articles/Pheme_dataset_of_rumours_and_non-rumours/4010619
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In order to determine the pertinence and drawbacks of our proposed approach, a
set of comparative baselines local and external are established. Local baselines cover
features that we developed such as user and content features. Whereas, external baselines
refer to state of the art approaches that rely on Word2Vec or unique approaches to detect
rumors on Twitter.

4.2 Comparative Baselines

From the works tackling the rumor detection task, we select a portion as baselines
[Alkhodair et al., 2020, Ajao et al., 2018, Ajao et al., 2019] for our proposed approach
based on the following criteria. First, the data source should be Twitter since the proposed
approach explores only tweet datasets. Second, we select works that have achieved state
of the art (SOTA) results on Pheme dataset [Zubiaga et al., 2016a] since it is the gold
standard dataset used to experiment our approach. Finally, details about their evaluation
protocol are provided to enable a reproduction of the evaluation scenario.

Based on the aforementioned criteria, only [Alkhodair et al., 2020] paper satisfied all
of them especially that the authors adopted a 5-fold cross validation which is identical
to our evaluation protocol. As for [Ajao et al., 2019], although the authors explored
the Pheme [Zubiaga et al., 2016a] dataset and attained competitive results, they did not
provide details about their evaluation protocol. Therefore, we omit their work and do not
consider it as a baseline.

Apart from external baselines, we also establish a user and content based approach
for rumor detection. The latter is used to determine the capacity of tweet embedding
obtained from RoPLM TRD at surpassing hand crafted features. In the next section, we
provide details about the process of user and content features extraction and show the
techniques used in scaling the features.

4.2.1 User Features Extraction

Twitter has substantial information about its users which may portray their behaviour.
Furthermore, Twitter provides its users with a variety of ways to interact with the tweets
they encounter in their feed. A user may retweet, reply and like a tweet. We believe that
these interactions provide valuable information about users’ opinion on the tweets they
interacted with. Thus, for each user in the dataset, we crawled the basic features that
twitter provides about him: his account creation date, the number of tweets he authored,
the number of followers and followees,etc. A full list of user features is provided in Table
3. Previous approaches have shown that the inclusion of user features in the assessment
of tweet credibility results in a more precise evaluation.

– Ratio of likes to number of followers: this value shows the percentage of user
followers that liked (Favorited) his tweets to the overall number of his followers.
Where disparity is a sign of non-valuable or non appreciated content e.g: a user with
20k followers and an average of 100 likes per tweet illustrates that his content is not
well received by his followers.

– Ratio of retweets to number of followers: this metric depicts the percentage of
followers that retweeted his tweets to the overall number of his followers. It allows
us to determine to which degree does the user followers deem his content to be
reliable and worthy of sharing.
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– Ratio liked to likes: this ratio represents the disparity between a user engagement
in other tweets and his followers’ engagement with his tweets.

In a previous paper [Slimi et al., 2019c], we validated the pertinence of the aforemen-
tioned features in user credibility evaluation.

4.2.2 Content Features Extraction

Basic features are provided by twitter and the raw values are considered, e.g. number of
likes, user mentions, URLs contained within a tweet and tweet textual content. Then,
hand crafted features are created through the combination of multiple basic features or
the ressortment to exterior libraries.

Previous approaches settle for the presence or absence of a URL in the tweet and
consider it as a binary feature [Castillo et al., 2011]. The proposed feature evaluates the
credibility of a URL within a certain topic by considering its frequency as shown in
formula (1). A popular URL within a topic is ought to be trustworthy since it has been
shared by multiple users. Each user has a URL score based on the average score of URL
of his tweets.

For each URLi ∈ URLT , where: URLT = {URL1, URL2, .... URLnT
} a set of

n URLs of topic T . We use formula (1) to compute URL frequency within a topic T .

Freq(URLi) =
1

nT

nT∑
j=1

[URLi = URLj ] (1)

Each tweet Tw contains a set of URLTw ofm URLs. To compute Tweet URL score we
refer to formula , 2):

Score(URLTw) =
1

mTw

mTw∑
i=1

Freq(URLi) (2)

The impact of the URL feature in tweet credibility evaluation has been discussed and
studied thoroughly in a previous paper [Slimi et al., 2019a].

4.2.3 Features Scaling

The process of feature extraction using various methods can result in features that vary
in scale. In our proposed approach, we refer to RoBERTa, and hand crafted features to
obtain a vector representation of each tweet. Thus, inducing substantial differences in
scale between features. In fact, the features that were obtained vary in magnitude and
range as shown in Table 3.

These factors impact the precision of the model since most machine learning (ML)
approaches resort in their computations to the euclidean distance between two data points.
Also, in tree-based ML approaches such as Random forest and Decision trees, the feature
importance is impacted by the range of the values where the feature with the highest order
of magnitude may rank higher in feature importance even if it does not have a positive
impact on the results. These misinterpretation are due to the disparities in features scales
which requires the use of a features scaling technique.

In [Singh et al., 2015], it was shown that feature scaling has an impact on classifier
performance. Furthermore, minmax scaler was proven to have a positive effect on
classification results. Thus, we apply it as a scaling strategy for the proposed approach.
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Feature Min Max

Nbr favorite 0.000 149783.00

LengthL 17.000 152.00

LengthW 3.000 31.00

URLScore 0.002 0.06

AccountAge 9.000 3197.00

Ratio ff 0.090 417479.00

AvgStats 0.020 402.32

RtPercFoll 0.0 39.55

FvPerFoll 0.0 10.44

FvtedPerFvCot 0.0 96201.00

Table 3: The various features range

The preprocessingmodule under sklearn in python enables a custom range for features
scaling. However, we choose the default range which is [0-1]. MinMax scaler is defined
by the formula (3).

x
′

i =
xi −min(xi)

max(xi)−min(xi)
(3)

To obtain proper context and task sensitive embedding, RoPLM requires sufficient
data about the task in question. Since rumor detection datasets are small, a data augmen-
tation step is needed. In the upcoming section, we detail how we augmented the datasets
using a variety of PLMs.

4.3 Data Augmentation

The resulting datasets lack in both size and variety within each class of tweets. As a
remedy to these deficiencies, we resort to data augmentation which is one of the suitable
techniques for our situation. Data augmentation is defined by [Van Dyk and Meng,
2001] as methods for constructing iterative optimization or sampling algorithms via the
introduction of unobserved data or latent variables. It offers us the ability to increase the
number of tweets of each class (rumor/non-rumor) without the need to collect newer
tweets. Our datasets (set of tweets) can be augmented through a panoply of techniques.
We refer to pre-trained language models [Kumar et al., 2020] in our data augmentation
task for two main reasons; i) it offers a flexibility to develop the size of the dataset in a
swift manner that does not require going through the whole dataset at once but rather a
tweet at a time; ii) when generating a new sample from the original tweet it alters the
words while preserving the meaning of the source tweet.

The augmentation process is as follows: the tweet is fed to a PLM, which produces
a newer version of the input tweet by either altering some words (substitution) or by
inserting new ones without changing the meaning or the semantic value [Kumar et al.,
2020]. The generated tweet inherits the label of the original tweet, which preserves the
original class distribution of the datasets. This process is repeated four times, and for each
time, a distinct PLM is used. The PLMs that were deployed in this process are: BERT (in-
sert, substitute), RoBERTa (substitute), DistilBERT (substitute). The augmented datasets
should facilitate the fine tuning process and thus allowing for a better understanding of
the rumor detection task.
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4.4 Experimental Settings

We performed a 5-fold cross-validation using a set of classifiers; Random Forest (RF),
Support Vector Machine (SVM) and Decision Tree (DT) to evaluate the performance of
the proposed approach. Only results for the best performing classifier were shown.

The benefits of cross validation resides in two aspects; the evaluation of new unseen
tweets through the test fold and it’s ability at reducing the chance of over-fitting the
model. The set of metrics that were used to evaluate the performance are the micro values
of: F1-Score, Precision and Recall. Per class evaluation was performed to show how well
each fine tuning strategy or a set of features is able to recognize rumor from non-rumor
tweets.

Figure 3: BERT vs RoBERTa

4.5 Results and Discussion

In this section, only the results of the best performing classifier are displayed. Through
the obtained results, we seek to assert three constructs of our approach.

1. Which pre-trained language model performs better in the task of rumor detection on
Twitter?

2. Does the data augmentation improve the quality of the embedding output by RoPLM
for TRD?

3. What dataset configuration yields the best results and why?

When we refer to a combination of two or more datasets we use the sign (+). So
Tw15+16 means that we concatenated datasets Twitter 15 and Twitter 16.

First, we tackle the issue of the suitable pre-trained language model for the task of
rumor detection. In this step, both BERT and RoBERTa are tested across various contexts
to determine the consistency of performance. Primarily, BERT and RoBERTa are tested
in their raw state without additional fine tuning. Then, three datasets configurations are
used in fine tuning RoPLM namely, CREDBANK, Pheme4 and Tw15+Tw16. As shown
in Figure 3, RoBERTa outperforms BERT across all datasets with an average of 3%
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Figure 4: Aug Vs Non Aug datasets

increase in performance. Thus, we adopt RoBERTa as the main pre-trained language
model for the task of rumor detection.

To determine if data augmentation may impact the performance of RoBERTa, we
test the PLM on three distinct datasets namely, Tw1516, CredBank, Pheme4. Results are
displayed in Figure 4. This figure shows that augmented versions of the datasets surpass
the non augmented ones. On average the performance of RoBERTa was increased by 3%
across various datasets.

In an overall analysis of both Figures 3 and 4, we can notice that the RoBERTa pre
trained language model reached an F1 score of 70.4% and 64.8% respectively, with and
without fine tuning. This showcases that the choice of dataset, the data augmentation
strategy and PLM were suitable for the task of rumor detection.

To further improve the performance of RoPLM, we combine various augmented
datasets since more data implies better performance, as it was established by the previous
results. Full combination balanced contains Tw1516+Pheme4 with balanced class distri-
bution whereas in full combination refined we added the rumors present in CredBank
dataset. In Table 4, we display the results while showing class level metrics since they
are necessary to evaluate the ability of the model to recognize rumor.

It can clearly be noticed that recall and Precision for non rumor class are consistently
high across various configurations which means that the embedding obtained via a fine
tuned RoBERTa model has learned to represent this class accurately. Furthermore, the
non rumor class samples are larger than rumor ones across almost all rumor detection
datasets (cf Table 1) which promotes for a better Precision and recall for non rumor class.
However, our objective is to detect rumor tweets, so misclassifying class rumor samples
is a bigger concern than misclassifying non rumor ones.

We take a closer look at the target class scores namely Precision and Recall. In
the context of rumor detection, rumor class recall is the determinant metric for the
performance of the proposed approach because having false negatives in this class is
costly. Classifying a rumor as non rumor can lead to the propagation of unverified and
possibly false content. Based on Table 4, we can notice that the highest recall (54.6%)
is obtained by ”Full Combination Refined” followed by ”Full Combination Balanced”
which obtained (48.4%).

The two least performing combinations are the ones where CredBank was used. We
attribute the detrimental effect of CredBank on the results to its class imbalance where
rumor only represents 6.3% of the overall dataset (cf Table 1). In fact, in CredBank +
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Dataset Class Metric (%)

Precision Recall F1
F1 All Classes

(Micro)

Tw1516+CredBank
Rumor 46.9 43.6 41.9

62.2
Non Rumor 72.3 71.9 70.9

Tw1516+Pheme4
Rumor 56.8 47.7 50.0

70.3
Non Rumor 76.2 82.1 78.3

CredBank+Pheme4
Rumor 29.1 00.8 01.5

65.9
Non Rumor 66.1 99.6 79.4

Full Combination Balanced
Rumor 59.0 48.4 52.5

71.4
Non Rumor 76.2 83.3 79.4

Full Combination Refined
Rumor 61.8 54.6 56.3

73.2
Non Rumor 78.8 82.7 80.1

Table 4: Results of the best performing configurations

Pheme4, the model was unable to recognize rumor class. However, for the non rumor
class it reached the best recall (99.6%).

We attribute the increase in performance of full combination refined over the other
configurations to the size of the dataset, the number of rumor tweets present in the dataset
and the class distribution been balanced.

To further evaluate the ability of the fine tuned RoBERTa model at adapting to rumor
detection task, we take a closer look at the micro averaged F1 scores. In Table 4, we can
notice that the least performing configuration is Tw1516+CredBank due to CredBank
severe class imbalance. A comparison between this score and that of the non fine tuned
RoBERTa (see Figure 4) shows that it became less efficient after the fine tuning process.
Which showcases that a misrepresentation of task data used in the fine tuning can be
detrimental to the model performance.

Achieving 73% F1 score on a data that has not been processed during fine tuning
ascertains that PLMs are suitable for the task of TRD. With sufficient data and variance
within classes, our proposed approach RoPLM TRD can achieve competitive results on
the task of rumor detection. Furthermore, such an ability allows the model to adapt to
new emerging and unseen rumor which is the main goal of our research. Our proposed
approach promotes for a robust model and rich embedding compared to previous rumor
detection approaches. The fact that it is fine tuned on datasets that are completely different
from the tested one provides it with the ability to adapt to unseen rumor efficiently and
provide representative word embeddings yielding consistent results.

These scores are satisfactory but they still do not surpass SOTA results where [Alkho-
dair et al., 2020] achieved 79.5% F1 score which is 6.3% higher than our best performing
configuration. We believe that the embedding from RoPLM TRD are rich and context
sensitive and we justify the gap in F1 score between our approach and the baseline can
be to the fact that [Alkhodair et al., 2020] trained their word2vec model directly on
Pheme dataset whereas ours did not interact with the Pheme dataset in the fine tuning
process. Furthermore, the class imbalance within the Pheme dataset prevents it from
benefiting from the obtained contextual word embedding that RoPLM provides. To this
end, a final processing of the data is applied by adopting SMOTE [Chawla et al., 2003]
an oversampling technique that generates new samples of the minority class until the
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class distribution is balanced.

Fine tuning Setting Class Metrics (%)
All Classes

(Micro) (%)

Precision Recall F1 F1

Content And

User Features

Rumor 54.9 34.5 39.3
67.2

Non Rumor 71.8 83.6 76.4

Content Features

Filtered

Rumor 60.5 45.6 51.3
72.4

Non Rumor 75.0 83.6 78.9

RoPLM for

TRD

Rumor 79.2 83.9 80.9
80.6

Non Rumor 83.6 76.7 79.2

Baseline

[Alkhodair et al., 2020]

Rumor 72.8 70.6 71.6
79.5

Non Rumor 83.3 84.7 83.9

Table 5: Comparison of feature sets

To illustrate the performance of our proposed approach, we compare it with two
baselines that we developed and [Alkhodair et al., 2020] paper that holds the SOTA
results in Twitter rumor detection using Pheme. The comparison is shown in Table 5, it
can be noticed that content features achieve better results than the combination of content
and user features. Which shows that user features in the context of rumor detection can
reduce the ability of the model to detect rumor tweets. Furthermore, a comparison of
Full Combination Refined results before and after oversampling shows that the model
F1 score increased by 6.8% after the oversampling was applied. Thus, the proposed
approach outperforms [Alkhodair et al., 2020] work. In fact, we surpass their results
substantially in the rumor class, specifically in the key metric Recall where we achieve
83.9% against 70.6%.

4.6 Major Findings

From the aforementioned experiments and results we notice that the fine tuning of a pre
trained language model for twitter rumor detection requires sufficient data describing
the class rumor. Also, the lack of large datasets can be remedied through the adoption
of a PLM-based data augmentation strategy. Furthermore, the annotation scheme that a
dataset uses can impact the fine tuning process. Finally, tweet level annotations provide
semantically coherent and unambiguous labeling of tweets whereas topic level annotation
are more suitable for event credibility evaluation.

5 Conclusion

Twitter as a social platform has altered the manner and speed at which newsworthy
information is shared. This induced a sheer amount of data shared at a high velocity
rendering the establishment of predefined safeguards that would preemptively prevent
the publication of rumor unfeasible. Thus, instead of a prior prevention of rumor sharing
we aim at an early detection of rumor. In this work, the proposed approach detects unseen
emerging rumor without prior knowledge or interaction with it. It relies on harnessing
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the potential of pre-trained language models in the rumor-aware representation of tweets
text and the augmentation of rumor datasets.

RoBERTa is adapted to the task of rumor detection by fine tuning it on gold standard
datasets. Our proposed approach is then tested using machine learning classifiers on
datasets that were not present during the fine tuning stage. Such a scenario enables us to
test the ability of our model to detect new unseen rumor. Results show that our approach
prevails in rumor detection across various topics. A comparison of our approach against
baseline approaches that were directly trained and tested on the aimed dataset (Pheme),
show that RoPLM for TRD surpasses them across all metrics. The main drawback of
PLM based approaches is that they are highly dependent on the quality of data that
describes the task. Thus, an inadequate choice of data will result in a misunderstanding
of the task during fine tuning stage.

In future works, we consider tackling the detection of sources of fake news in
social media where we explore a combination of word embedding and graph features to
distinguish non trustworthy users.
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