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to lexicon-based approaches. The major issue here is that most well-known emotion lexicons have
been developed for English language; nevertheless, in other languages such as Arabic, there are
fewer available tools, and many times, the quality of them is poor.

The goal of this study is to compare the performance of two different types of algorithms, shallow

machine learning-based and deep learning-based, when dealing with emotion detection in Arabic

language. To improve the performance of the algorithms, two lexicons, which were originally

developed in other languages and translated into Arabic language, have been used to add emotional

features to different information models used to represent opinions. All approaches have been

tested using the dataset SemEval 2018 Task 1: Affect in Tweets and the dataset LAMA+DINA.

The semantic approaches outperform the classical algorithms, that is, the information provided by

the lexicons clearly improves the results of the algorithms. Particularly, the BiLSTM algorithm

outperforms the rest of the algorithms using word2vec. On the contrary to other languages, the

best results were obtained using the NRC lexicon.
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1 Introduction

Affective computing is an emerging research field whose goal is to detect, model and
interpret human emotions. It is a multidisciplinary area related to fields such as psy-
chology, sociology, artificial intelligence (AI), natural language processing (NLP), etc.
Fields such as sentiment analysis and emotion detection, which are recently gaining a lot
of interest in social media, are key parts of affective computing, in the sense they allow
computers to deal with sentiments and emotions coming from different users [Poria et al.
2017].

To detect the users’ emotional states, multiple information sources can be used which
span from classical multimedia resources (videos, images, texts) to body gestures, face
or voice recognition, etc. Due to the increasing development of Internet applications,
opinions/reviews are becoming an interesting source to find user emotions in multiple
languages. To detect these sentiments or emotions, artificial emotional intelligence
can resort to classification algorithms based on classical strategies such as shallow
machine learning (ML) techniques, or more recent and trendier, such as deep learning
(DL) techniques. Supervised classification is one of the most used emotion detection
techniques due to the availability of a large number of labeled datasets. It primarily
consists in, given a number of training examples associated with the corresponding
outcomes, finding the relationship between the patterns and the outcomes using solely
the training samples. These training data must be represented by their attributes which are
mainly captured by feature extraction techniques, whichmodel and select the best features.
The selection of the best features is vital for the classification process. Furthermore, the
use of lexicons to provide these techniques with semantic capabilities is a key resource
to improve their performance.

When dealing with lexicons, the major issue is to find high-quality resources. Re-
garding emotion analysis, there are several well-known tools such as SenticNet [Cambria
et al. 2020], WordNet-Affect (WNA) [Strapparava and Valitutti, 2004], SentiStrength
[Baccianella et al. 2010], ANEW [Bradley and Lang 1999], AFFIN [Nielsen 2011],
NRCWord-Emotion Association Lexicon [Mohammad and Turney 2013], among others.
Nonetheless, these tools are mainly based on English language. In other languages, the
quality of this type of tools is not so high, for that reason, in many cases, the researchers
resort to translate these tools, assuming some quality loss. One of these cases is the
Arabic language.

There are several attempts to developArabic lexicons in the literature [Al-Moslmi et al.
2018, Guellil et al. 2018]; nevertheless, most of them are especially focused on sentiments
(positiveness or negativeness), and not on emotions such as anger, rage, happiness, etc.
Moreover, most of them do not include words from dialects and are not even written in
Arabic standard but Arabizi, that is, Arabic text written using Latin characters. For that
reason, it is more difficult to develop algorithms for emotion categorization in Arabic
language. Hence, the aim of this study is to compare the performance of supervised
classifiers including emotional features extracted from several lexicons when detecting
emotions in Arabic texts. To sum up, the main contributions of this study are:

– To compare the performance of supervised classification methods applied to emotion
recognition.

– To compare the use of different feature extraction techniques applied to the previous
methods.
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– To study the effect of using lexicons to provide emotional lexical features to improve
the information used by these previous techniques for classifying emotions.

– To test the proposals using well-known datasets and compare the obtained results in
Arabic with other languages such as Spanish.

The rest of the paper is organized as follows: Next section summarizes the state of
the art, and Section 3 describes the necessary methods and materials to be used in this
study. Section 4 explains the methodology to be followed whereas Section 5 discusses
the results. Finally, some conclusions and future work are pointed out.

2 Literature review

Microblogging platforms and social networks are some of the most popular online ap-
plications that allow people to share their ideas over several topics and communicate
with each other. On these platforms, users can publish posts including their activities,
photos, videos, thoughts, and so on. This information could include indicators about a
person’s emotional state related to anxiety, stress, depression, satisfaction, among others.
Therefore, most textual posts contain emotional information that can be collected and
analyzed to develop practical applications exploiting this information such as recommen-
dation systems or analytical dashboards. Most of the approaches on emotion detection
from texts, also for sentiment detection, follow strategies based on shallow ML, DL,
lexicons, or hybrid approaches [Birjali et al. 2021].

2.1 Shallow machine learning approaches

In [Al-Khatib and El-Beltagy 2018], Al-Khatib et al. proposed a naïve Bayes approach
to detect emotions in Arabic texts. As input features, they used a bag of words (BOW)
representation model consisting of different n-grams. The proposed approach was
evaluated using their own dataset derived from Twitter and based on Ekman’s basic
emotions model [Ekman and Friesen 1969]. The proposed approach achieved 68.1% of
accuracy. [Duppada and Hiray 2017] implemented a parallel tree boosting by XGBoost1

to deal with the dataset WASSA 2017 Task 1, using multiple features such as syntactic
and lexicon features, and word vectors. [Mohammad and Kiritchenko 2015] used the
datasets “Hashtag Emotion Corpus” and “Headlines” for detecting emotions from tweets
using emotion-word hashtags. They used an emotion manually-labeled tweet corpus
to create a vast lexicon of word-emotion associations. The experimental results of the
support vector machine (SVM) algorithm on six basic emotions indicated an improvement
in emotion association accuracy.

Aside from English, shallowML classifiers have been also applied to other languages
for emotion detection, for instance, Roman Urdu. [Majeed et al. 2020] developed a large
corpus of sentences from different fields, classified into six classes and applied word
embeddings for Roman Urdu. For emotion detection, several shallow ML algorithms
were applied, and the results indicated that SVM achieved the best accuracy (69.4%) and
F1-score (69%). [Jayakrishnan et al. 2018] applied SVM algorithms to classify emotions
in Indian languages. Many syntactic features were used to improve the classification
such as n-grams, negation related, POS related, and level related features. Furthermore,

1 https://xgboost.readthedocs.io/en/latest/
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the proposed approach specified whether the sentence was a conversation, a question,
or not. [Suhasini and Srinivasu 2020] compared and applied two types of shallow ML
algorithms, Naïve Bayes and K-nearest neighbor algorithm (KNN), to classify emotions
of Twitter messages into four emotional categories. The results showed that the Naïve
Bayes outperformed KNN.

2.2 Deep learning approaches

Many DL approaches to text emotion detection have been recently proposed, for instance,
[Wu et al. 2018] proposed an attention-based CNN (convolutional neural network)-
LSTM (long short-term memory) model to predict the intensity score of the emotions and
sentiments. A CNN layer with different kernel sizes was used to extract the features and
long-term contextual information was extracted from texts using LSTM. Another similar
approach is SEDAT [Abdullah et al. 2018], a system combining feed-forward, LSTM,
and CNN to predict the sentiments/emotions of a tweet. This system deals with the
problem of SemEval 2018 Task 1, combining different features such as word embedding
vectors [Mikolov et al. 2013] and semantic features acquired from the AffectiveTweets
package [Bravo-Marquez et al. 2014]. In [Baali and Ghneim 2019], a CNN architecture
was proposed to detect emotions, in which the information of several tweets was modeled
at different levels: word vectorization by a word2vec model, sentence vectorization
and document vectorization. The proposed classifier outperformed other shallow ML
algorithms.

[Zahiri and Choi 2017] introduced a new corpus for emotion detection tasks obtained
from spoken dialogues. They proposed four novel types of sequence-based convolu-
tional neural network models for contextual emotion detection. [AlZoubi et al. 2020]
applied several models such as CNNs, bidirectional GRU_CNN, and XGBoost regressor
combining many feature extraction methods were used such as Term Frequency - Inverse
Document Frequency (TF-IDF), word-level embedding or lexicon features to calculate
the emotion intensity for a given tweet.

[Jabreel and Moreno 2018] applied shallow ML techniques such as SVM unigrams
and XGboot regressor based on a set of embeddings and lexicons-based features, and
an N-Channels ConvNet to cope with the emotion intensity and valence regression (El-
reg, V-reg) task of the SemEval-2018 Task 1: Affect in Tweets (AIT) in Arabic and
English language. They built an ensemble model combining two different techniques:
N-Stream ConvNets and XGBoost regressor. The study concluded that N-Channels
ConvNet’s performance was close to the results of the ensemble models. To test the same
dataset, [Abdullaand Shaik2018] proposed a fully connected neural network structure
whose layers were fed by the concatenation of doc2vec embeddings, word2vec and a
set of psycholinguistic features. [Ma et al. 2019] proposed a BiLSTM to determine the
contextual emotion in text. An emotion-oriented attention network was added to the
proposed approach, which could extract emotional information from an utterance.

[Polignano et al. 2019] combined BiLSTM and CNN with a self-attention layer
providing the model with the capability to weigh the vectors of single words in a sen-
tence, depending on the similarity between the neighboring tokens. Moreover, they
applied different pre-trained word-embedding techniques, concluding that FastText
word-embedding technique achieved the best results. [Rayhan et al. 2020] developed
two DL models to identify emotions in Bangla texts. These models were a Bidirectional
Gated Recurrent Unit (BiGRU) and a CNN-BiLSTM network. The results showed that
the CNN-BiLSTM model ourperformed the other model.
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2.3 Hybrid and lexicon-based approaches

When regard to hybrid or pure lexicon-based approaches, several well-known lexicons
can be found in English language, but most of them are focused on sentiments, rather than
emotions, for instance, WordNet-Affect (WNA) [Strapparava and Valitutti, 2004], Sen-
tiStrength [Baccianella et al. 2010], ANEW [Bradley and Lang 1999], AFFIN [Nielsen
2011], and NRC Word-Emotion Association Lexicon [Mohammad and Turney 2013].
Nonetheless, for other languages such as Arabic or Spanish, the researchers, many times,
must resort to translating these English resources.

Duwairi et al. used a SentiStrength-based approach to detect emotions in tweets
[Duwairi et al. 2015], whereas Bandhakavi et al. used EmoSenticNet, WordNet-Affect,
and the NRC Emotion Lexicon in an emotion detection task, achieving NRC the best
performance [Bandhakavi et al. 2017]. Rabie et al. proposed a lexicon-based approach
using an extracted sample word-emotion lexicon obtained from a manually annotated
corpus in Arabic [Rabie and Sturm 2014].

[Plaza-del-Arco et al. 2020] proposed a mechanism to integrate knowledge from three
different affective lexical resources into shallowML classifiers. The results demonstrated
that the incorporation of lexical features leaded to substantial improvements over most
of the shallow ML classifiers.

[Alswaidan and Menai 2020] proposed three DL models for classifying emotions
in Arabic texts. The first model was a human-engineered feature-based model which
contained three dense neural network layers concatenated with many human-engineered
feature methods including linguistic features, lexical sentiment features from an Arabic
Twitter sentiment lexicon, an Arabic hashtag lexicon, an Arabic emoticon lexicon, and
an Arabic hashtag dialectal lexicon, and lexical emotion features from the NRC lexicon,
syntactic features, and semantic features from SenticNet [Cambria et al. 2020]. The
second model contained an LSTM layer with a GRU layer. The third model was a hybrid
model that concatenated the previous models. The result demonstrated that the hybrid
model outperformed the other two.

3 Methods and materials

3.1 Lexicons

As it is not easy to find specific emotion lexicons in Arabic language, to provide affective
information, the following two non-Arabic emotion lexicons have been used. Both have
been developed in different languages to compare whether this fact can also affect the
classification process or not.

– Translated Improved Spanish Emotion Lexicon (TISEL) is the result of trans-
lating into Arabic, using Google translator, the lexicon SEL [Plaza-del-Arco et al.
2020], which was specifically developed for Spanish emotions. It contains 2,036
Spanish words and each word is related to a measure of the Probability Factor of
Affective Use (PFA) for at least one of Ekman’s basic emotions: joy, sadness, fear,
anger, disgust, and surprise.

– NRC contains a set of English words that are related to one or more of the following
emotions: joy, anger, sadness, fear, trust, anticipation, surprise, and anger. It
is possible that a single word is related to multiple emotions. This lexicon was
developed specifically for English language and translated into over one hundred
other languages such as Arabic by Google translator [Mohammad and Turney 2013].
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3.2 Methods

3.2.1 Classification of machine learning algorithms

– SVM: is a statistical classifier which has proven a good performance both for
classification and regression. It performs classification by initializing hyperplanes in
a multi-dimensional space. The value of each feature is also the value of a specified
coordinate in the hyperplanes. It is a boundary method for separating many classes
by optimizing the ideal hyperplanes by means of the use of functions called “kernels”
[Tong and Koller 2001].

– Multinomial Naïve Bayes (MultiNB): is another learning algorithm used for text
classification problems. Multinomial Naïve Bayes is often referred as “multivariate
event model”. Particularly, in document classification, the events represent the
occurrence of a term in a document. The process assumes that the input values
represent the frequencies with which certain terms have been generated by a multino-
mial distribution (p1, p2, . . .), being pi the probability that term i occurs. The Naïve
Bayes theorem calculates the posterior probability for each class and predicts the
class with the highest probability, being able to carry out both binary classification
and multi-class classification problems [Kibriya et al. 2004].

– Multilayer perceptron (MLP): is a type of feedforward artificial neural network
(ANN). MLP is made up of three layers of nodes: input layer, hidden layer and an
output layer. UnderMLP, a supervised learning technique known as backpropagation
is used for training [Singh and Shahid Husain 2014].

– Logistic Regression (LR): is a binary classification algorithm that assumes the
input of variables are numeric and has a Gaussian distribution. It is expected that
an algorithm learns a coefficient for each input value, which are linearly combined
into the regression function and transformed using a logistic function. It is a popular
classification algorithm which belongs to the class of generalized linear models
[Dreiseitl and Ohno-Machado 2002].

3.2.2 Classification of deep learning algorithms

– CNN: is network whose typical architecture consists of three classes of layers: convo-
lutional layer, pooling layer and fully connected layer. The goal of the convolutional
layer is to detect similarities of the features from the previous layer and learn the
feature representation of the input through the use of filters, which are also known
as kernels. A filter is a matrix of weights specifically trained to detect particular
features. The second layer is the pooling layer, which achieves shift variance by
reducing the resolution of the feature map. And the third one is the fully connected
layer, which performs high-level reasoning and connects all neurons in the previous
layer with all neurons in the current layer [Kim 2014].

– Single LSTM: is a type of recurrent neural network (RNN) architecture whose goal
is to avoid the “long-term dependencies” problem. The typical architecture has an
input layer, hidden layers, and output layer, and contains a set of memory blocks
connected with each other via gates. Each hidden layer consists of an LSTM cell that
applies the necessary steps to generate the new state and move it to the next hidden
layer and so on, to finally reach the output layer [Hochreiter and Schmidhuber 1997].
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– Bidirectional LSTM: is an extension of the traditional LSTMs that has the capability
to improve the performance of sequence classification problems. Bidirectional
LSTMs train two LSTMs instead of one, both of which are connected to the same
output layer [Zhou et al. 2016]. This provides additional context to the network,
which is one of the limitations of LSTM, considering contextual information from
the future.

3.2.3 Feature extraction

The accuracy of a learning system relies on the followed representation model. Regarding
the text classification task, it is important to convert the document into a format that the
learning classifier can understand. The aim of the feature selection technique is to remove
irrelevant, redundant, and noisy data to find the most relevant features. The second goal
of feature selection is to reduce both the dimensionality of the feature space and the
processing time [Oussous et al. 2020]. In our experiments, to train the shallow ML
classifiers and DL algorithms, each tweet has been represented by a vector of numerical
features weighted by TF-IDF [Robertson 2004] for the shallow ML classifiers, and word
embeddings [Lebret et al. 2016] for the DL algorithms.

– Bag-of-words (BOW) using TF-IDF: BOW is just a technique for representing
the terms whose importance has been weighted by the statistical measure TF-IDF.
This measure is based on how many times the words appear in a document and
the inverse document frequency of these words across the documents [Robertson
2004]. Different formulas can be found to compute TF and IDF. Specifically, in our
experiments, the weight of a term in a document has been computed as TFij ∗ IDFi,
being TFij the frequency of term i in document j and IDFi = log(N/ni) + 1,
where N is total number of documents in the collection and ni is the number of
documents where term i appears.

– Word Embedding: Unlike BOW, this technique tries to capture the semantics of the
words, preserving the context and relationship between them, and not just counting
the number of words. It is a representation model in the vector space model which
utilizes distributed representations of a word to capture both semantic and syntactic
features of that word [Xu et al. 2018].

It is possible to use well-known pre-trained word embeddings or develop your own
one for a specific dataset. In this case, Keras embedding layer2 has been used to
provide a dense representation of our dataset, and also word2vec. Word2vec is a
technique developed by [Mikolov et al. 2013] at Google, which is considered one
of the most common techniques to learn word embeddings using a shallow neural
network. It can follow two approaches: continuous Bag-of-Words (CBOW) which
aims to learn the embeddings by predicting the key word in a context given the other
words in the context without considering their order in the sentence, and Skip-Gram
model which aims to predict the surrounding context words given a word. In our
experiments, a pretrained word2vec model based on CBOW with 300 dimensions
for Arabic was used.

2 https://keras.io/api/layers/core_layers/embedding/
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3.3 Dataset

To conduct our experiments, one of the used dataset is the one proposed for the the EI-oc
(emotion intensity ordinal classification) task of SemEval 2018 Task 1 AIT [Mohammad
et al. 2018], composed of a set of 5, 612 Arabic tweets divided into four emotions: anger,
fear, joy, and sadness. The EI-oc task consists in detecting the intensity of every tweet,
which can be classified from no-intensity to high-intensity. Nevertheless, this is not the
purpose of this study, but emotion classification. For that reason, those tweets labeled as
“0-no emotion can be inferred”, that is, they are not conveying any emotion, have been
removed, keeping only those tweets conveying emotions from each subset (train, dev
and test). The distribution of the tweets of the resulting dataset is shown in Table 1.

Class Label Train Dev Test Total

Anger 629 109 299 1,037

Fear 530 92 274 896

Joy 624 193 373 1,190

Sadness 501 96 242 839

Table 1: Number of tweets per emotion in the SemEval-2018 AIT dataset.

Aside from this dataset, LAMA+DINA has been also used in our experiments. This
dataset was proposed to assess the performance of the DL toolkit for arabic social media
called AraNet [Abdul et al. 2020]. It represents the combination of another two previous
Twitter datasets, DINA [Abdul et al. 2016] and LAMA [Alhuzali et al. 2018]. All
tweets are labeled using 8 emotions following the distribution shown in Table 2. 80% of
the tweets were used for training the classification algorithms and 20% for testing.

Class Label # tweets

Anger 916

Anticipation 922

Disgust 998

Fear 1,392

Happy 1,281

Sad 990

Surprise 1,142

Trust 853

Total 8494

Table 2: Number of tweets per emotion in the LAMA+DINA dataset.

3.4 Evaluation measures

To evaluate the performance of the proposed models, four classical metrics were em-
ployed in order to compare and evaluate the results: recall, precision, F1-score, and
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accuracy. Let TP, TN, FP and FN be the number of correctly classified tweets, cor-
rectly rejected tweets, misclassified tweets and incorrectly rejected tweets, these metrics
are mathematically defined as follows:

– Accuracy: is the ratio of correctly classified instances over the total number of
instances, as shown in Eq. 1:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

– Precision: is the ratio of the correctly identified tweets (TP) over the number of
expected tweets, as shown in Eq. 2:

Precision =
TP

TP + FP
(2)

– Recall: is the ratio of the correctly identified tweets (TP) over the total of detected
tweets, as shown in Eq. 3:

Recall =
TP

TP + FN
(3)

– F1-score: is the harmonic mean of precision and recall defined by Eq. 4:

F1− score =
2 ∗ Precision ∗Recall

Precision+Recall
=

TP

TP + 0.5 ∗ (FP + FN)
(4)

4 Methodology

This is an outline of the various steps and processes that have been conducted to ac-
complish this research. The followed methodology includes: preprocessing the dataset,
extracting the main features for both shallow ML and DL algorithms, modeling the
information to perform the classification algorithms, and finally evaluating the obtained
output. Fig 1 is a diagrammatic representation of these steps.

The proposed emotion recognition methods as well as the evaluation system have
been implemented in Python using the following libraries: Natural Language ToolKit
(NLTK) [Bird et al. 2009], scikit-learn [Pedregosa et al. 2011], and Keras using Tensor-
Flow backend [Brownlee 2019].

4.1 Data preprocessing

Text preprocessing is relevant to the data analysis process as it deals with the noise and
colloquial nature of Twitter data, and especially, considering the inherited ambiguity of
the Arabic language and the use of dialectal Arabic. It is also helpful as it can reduce the
number of iterations, making the models converge faster.

The following preprocessing steps have been applied in this order to transform the
data that will feed the categorization models:
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Figure 1: Steps followed to assess the emotion classifiers

– Data cleaning: It involves the removal of punctuation, additional whitespaces, non-
Arabic characters, numbers, underscores, and diacritics such as Fatha, Tanwin Fath,
Damma, Tanwin Damm, Kasra, and Tatwil. Two tools were used to preprocess the
tweets: NLTK and regular expressions using python [Stubblebine 2007].

– Tokenization: The tweets are divided into multiple tokens based on separator
characters such as a white space, comma, tab, etc. NLTK TweetTokenizer was used
to tokenize the tweets.

– Stop words: It is performed the removal of words that contain little information
such as conjunctions and prepositions. NLTK was used to remove stop words.

– Lemmatization: It consists in the vocabulary and morphological analysis of words
with the aim of removing inflectional endings. NLTK WordNetLemmatizer was
used to apply lemmatization for Arabic language.
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– Stemming: It is the reduction of words to their stems and the removal of suffixes
of the terms based on some grammatical rules. NLTK ISRIStemmer was used to
implement it.

4.2 Approach integrating affective knowledge

Feature selection is a key step for emotion recognition. We claim that using emotional
external knowledge can improve emotion classification and investigate the effectiveness
of various affective lexical features applied to several shallow ML and DL algorithms.

These features are provided by the lexicons as described in Section 3. Each sentence is
preprocessed using Stanford Core NLP library and then, the TF-IDF scheme is computed
for the shallow ML algorithms, and word2vec or Keras embedding layer for the DL
algorithms, with the aim of transforming each text into a numerical vector representation.
To incorporate the affective lexical features, the presence of lexicon words in the sentence
is checked and a vector is obtained representing each emotional category. Finally, to
perform the classification, the TF-IDF vector representation and the affective features are
concatenated and used as an input for the different shallow ML algorithms, whereas the
concatenation of the embedding layer or word2vec, and the affective features is the input
for the different DL algorithms. The followed mechanism for computing the affective
lexical features is:

1. TISEL. After detecting the presence of the lexicon words in a sentence, then the
addition of the intensity values of the words grouped by the emotional category (joy,
fear, anger, sadness) is computed. As a result, a vector of four emotional values for
each sentence is generated and concatenated [Plaza-del-Arco et al. 2020].

2. NRC. The Arabic version of this resource has been used. In a similar manner, the
presence of lexicon words in a sentence has been computed as well as the sum of
the emotion intensity scores grouped by the emotional categories (anger, joy, fear,
sadness, surprise, disgust, trust, anticipation). This manner, a vector of eight values
(eight emotions) for each sentence has been generated and concatenated.

4.3 Emotion classification

The last step consists in using the features extracted in the previous phase to classify the
emotions from the dataset by means of the methods explained in subsection 3.2.

5 Results

After implementing all approaches3 following the methodology explained in the previous
section, the results are described and compared in this section.

3 https://github.com/201190024/Emotion-detection-In-Arabic-language
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5.1 Baseline machine learning classifiers

Firstly, the four shallow ML-based classifiers (SVM, LR, MultiNB, and MLP) were
executed without using any lexicon, obtaining the results shown in Tables 3 and 4,
respectively. In this case, regarding both datasets, LR outperforms the rest of algorithms
in terms of F1-score, precision, recall, and accuracy. On the contrary, MLP obtains the
worst performance among all of the shallow ML algorithms. And among the targeted
classes, “joy” in SemEval and “anticipation” in LAMA+DINA obtained the best results
for all of the shallow ML algorithms in comparison with the other classes. Nevertheless,
those tweets related to “sadness” were the most difficult to classify by all approaches.

Anger Fear Joy Sadness Average

P R F1 P R F1 P R F1 P R F1 P R F1 Ac

SVM 0.51 0.54 0.52 0.53 0.53 0.53 0.83 0.88 0.86 0.51 0.44 0.47 0.60 0.60 0.59 0.62

LR 0.51 0.65 0.57 0.61 0.55 0.58 0.86 0.88 0.87 0.57 0.43 0.49 0.64 0.63 0.63 0.64

MultiNB 0.47 0.49 0.48 0.47 0.51 0.49 0.83 0.87 0.85 0.51 0.42 0.46 0.57 0.57 0.57 0.59

MLP 0.50 0.48 0.49 0.46 0.49 0.47 0.85 0.82 0.83 0.39 0.39 0.40 0.55 0.55 0.55 0.57

Table 3: Results for shallow ML classifiers using the SemEval dataset

MultiNB SVM LR MLP

P R F1 P R F1 P R F1 P R F1

Anger 0.59 0.42 0.49 0.52 0.49 0.50 0.54 0.52 0.53 0.47 0.42 0.44

Sad 0.43 0.32 0.37 0.42 0.43 0.42 0.49 0.37 0.42 0.37 0.38 0.37

Fear 0.49 0.52 0.51 0.56 0.56 0.56 0.48 0.68 0.56 0.51 0.50 0.51

Disgust 0.42 0.51 0.46 0.42 0.52 0.46 0.54 0.49 0.51 0.37 0.47 0.41

Surprise 0.52 0.53 0.52 0.64 0.58 0.61 0.76 0.57 0.65 0.56 0.54 0.55

Happy 0.44 0.64 0.52 0.50 0.58 0.54 0.43 0.61 0.51 0.47 0.53 0.50

Trust 0.55 0.35 0.43 0.59 0.47 0.52 0.61 0.40 0.48 0.53 0.46 0.49

Anticipation 0.62 0.56 0.59 0.72 0.61 0.66 0.78 0.61 0.69 0.64 0.54 0.58

Average 0.51 0.48 0.49 0.55 0.53 0.54 0.58 0.53 0.54 0.49 0.48 0.48

Acc 0.49 0.54 0.54 0.48

Table 4: Results for the shallow ML classifiers using the LAMA+DINA dataset

5.2 Machine learning algorithms with lexical affective features

Secondly, the shallowML classifiers have been tested enriching their data representations
adding lexical affective features from TISEL and NRC. Comparing the results, the use of
NRC’s features obtained the best results compared to TISEL for both datasets. Moreover,
regarding the use of TISEL, the results improved by around 1% for the best shallow ML
technique, LR, in terms of F1-score and accuracy, as shown in Table 5 and 6 for both
datasets.
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Anger Fear Joy Sadness Average

P R F1 P R F1 P R F1 P R F1 P R F1 Acc

SVM 0.56 0.59 0.56 0.56 0.50 0.53 0.83 0.88 0.85 0.52 0.50 0.51 0.62 0.62 0.62 0.64

LR 0.54 0.67 0.60 0.63 052 0.57 0.85 0.87 0.86 0.56 0.48 0.51 0.64 0.63 0.63 0.65

MultiNB 0.50 0.50 0.50 0.49 0.51 0.50 0.79 0.85 0.82 0.49 0.41 0.45 0.57 0.57 0.57 0.61

MLP 0.49 0.59 0.53 0.54 0.42 0.47 0.84 0.84 0.84 0.49 0.48 0.48 0.59 0.58 0.58 0.60

Table 5: Results for the shallow ML classifiers with TISEL affective lexical features

using the SemEval dataset

MultiNB SVM LR MLP

P R F1 P R F1 P R F1 P R F1

Anger 0.56 0.44 0.49 0.49 0.48 0.49 0.57 0.51 0.54 0.44 0.44 0.44

Sad 0.50 0.31 0.38 0.41 0.37 0.39 0.46 0.41 0.43 0.38 0.39 0.38

Fear 0.49 0.61 0.54 0.52 0.60 0.55 0.49 0.70 0.58 0.53 0.57 0.55

Disgust 0.45 0.46 0.46 0.44 0.51 0.48 0.54 0.44 0.49 0.40 0.49 0.44

Surprise 0.69 0.61 0.65 0.73 0.69 0.66 0.74 0.65 0.69 0.69 0.62 0.66

Happy 0.40 0.60 0.48 0.49 0.53 0.51 0.44 0.59 0.50 0.46 0.48 0.47

Trust 0.58 0.45 0.51 0.59 0.53 56 0.67 0.47 0.55 0.58 0.51 0.54

Anticipation 0.65 0.59 0.62 0.70 0.60 0.65 0.82 0.56 0.67 0.67 0.56 0.61

Average 0.54 0.51 0.52 0.55 0.54 0.54 0.59 0.54 0.56 0.52 0.51 0.51

Acc 0.52 0.54 0.55 0.51

Table 6: Results for shallow ML classifiers with TISEL affective lexical features using

LAMA+DINA dataset

Nevertheless, when integrating the lexical affective features extracted from NRC,
the best results were improved by between 1 and 2% in terms of F1-score and accuracy
respectively, as shown in Table 7 and 8 for each dataset.

Therefore, LR performance achieved the most effective results in absolute terms
compared to the other shallow ML models as in the previous cases. Nonetheless, it is
worth highlighting the fact that LR is not the shallow ML algorithm which obtained the
most remarkable improvement; the rest of techniques achieved improvements between 2
and 4% in relative terms, whereas LR just around 2%.

Anger Fear Joy Sadness Average

P R F1 P R F1 P R F1 P R F1 P R F1 Acc

SVM 0.57 0.53 0.55 0.54 0.52 0.53 0.86 0.93 0.89 0.56 0.56 0.56 0.63 0.63 0.63 0.65

LR 0.59 0.58 0.58 0.61 0.55 0.58 0.77 0.90 0.83 0.61 0.52 0.56 0.64 0.64 0.64 0.66

MultiNB 0.54 0.52 0.53 0.50 0.48 0.49 0.79 0.87 0.82 0.65 0.53 0.54 0.60 0.60 0.60 0.62

MLP 0.51 0.51 0.51 0.52 0.47 0.50 0.87 0.89 0.88 0.53 0.56 0.54 0.61 0.61 0.61 0.63

Table 7: Results for shallow ML classifiers with NRC affective lexical features using the

SemEval dataset
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MultiNB SVM LR MLP

P R F1 P R F1 P R F1 P R F1

Anger 0.49 0.38 0.43 0.50 0.47 0.49 0.51 0.54 0.52 0.41 0.47 0.44

Sad 0.51 0.30 0.38 0.40 0.56 0.47 0.45 0.43 0.44 0.44 0.45 0.44

Fear 0.50 0.58 0.54 0.48 0.59 0.53 0.47 0.65 0.55 0.54 0.56 0.55

Disgust 0.52 0.45 0.48 0.41 0.44 0.43 0.62 0.47 0.53 0.49 0.44 0.46

Surprise 0.60 0.61 0.60 0.69 0.53 0.60 0.69 0.61 0.64 0.64 0.65 0.65

Happy 0.38 0.60 0.47 0.53 0.52 0.53 0.52 0.61 0.56 0.49 0.53 0.51

Trust 0.57 0.39 0.46 0.63 0.42 0.50 0.63 0.50 0.56 0.57 0.52 0.54

Anticipation 0.53 0.55 0.54 0.75 0.62 0.68 0.77 0.61 0.68 0.65 0.58 0.61

Average 0.51 0.48 0.49 0.55 0.52 0.53 0.58 0.55 0.56 0.53 0.52 0.53

Acc 0.49 0.53 0.56 0.53

Table 8: Results for the shallow ML classifiers with NRC affective lexical features using

the LAMA+DINA dataset

5.3 Deep learning classifiers

To detect the emotions in the SemEval dataset, three different DL algorithmswere applied:
CNN, LSTM and BiLSTM. To tune the hyper-parameters, a 10-fold cross validation
over different parameter combinations was performed to select the best structures for the
CNN, LSTM, and BiLSTM models.

5.3.1 Convolutional neural network (CNN)

After defining the CNN architecture, the hyper-parameters were tuned obtaining the best
results for the values shown in Table 9.

Hidden layers Hidden neurons Epochs Batch size Optimizer

2 128, 64 50 8 RMSprop

Table 9: Tuned parameters for the CNN architecture

Several word embedding techniques were applied to extract features for classifying
the emotions, and two lexicons, TISEL and NRC, to extract lexical affective features.
Combining embeddings and lexicons, various configurations were executed for the CNN
model. A summary of the results of these combinations is shown in Tables 10 and 11,
respectively. Looking at Tables 10 and 11, the combination “embedding layer+NRC”
obtained the highest accuracy and F1-score for both datasets, outperforming the rest of
approaches by 1% approximately.

5.3.2 Long short-term memory (LSTM) network

In a similar manner, after defining the LSTM baseline architecture, the best hyper-
parameters were tuned, obtaining the best results using the values shown in Table 12.
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Anger Fear joy Sadness Average

P R F1 P R F1 P R F1 P R F1 P R F1 Acc

Embedding

Layer
0.54 0.61 0.57 0.64 0.49 0.55 0.84 0.86 0.85 0.57 0.59 0.58 0.65 0.64 0.64 0.65

Word2Vec 0.53 0.60 0.56 0.54 0.58 0.56 0.81 0.83 0.82 0.69 0.51 0.58 0.64 0.63 0.63 0.65

Embedding

Layer+

TISEL

0.55 0.65 0.59 0.60 0.49 0.54 0.88 0.84 0.86 0.58 0.59 0.59 0.65 0.64 0.65 0.66

Embedding

Layer+

NRC

0.57 0.64 0.60 0.52 0.63 0.57 0.89 0.84 0.87 0.71 0.51 0.59 0.67 0.66 0.66 0.67

Word2Vec

+TISEL
0.59 0.58 0.58 0.54 0.51 0.52 0.81 0.88 0.84 0.61 0.60 0.61 0.64 0.64 0.64 0.65

Word2Vec

+NRC
0.54 0.72 0.62 0.61 0.60 0.60 0.90 0.82 0.85 0.65 0.49 0.56 0.67 0.65 0.66 0.66

Table 10: Results for the CNN model using several embeddings and feature extraction

methods using the SemEval dataset

Embedding

layer
Word2vec

Embedding

layer+TISEL

Embedding

layer+NRC

Word2vec

+TISEL

Word2vec

+NRC

P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

Anger 0.52 0.46 0.49 0.53 0.54 0.54 0.56 0.51 0.53 0.53 0.49 0.51 0.50 0.52 0.51 0.47 0.32 0.38

Sad 0.46 0.50 0.48 0.48 0.40 0.44 0.42 0.47 0.44 0.45 0.52 0.48 0.47 0.46 0.46 0.41 0.49 0.45

Fear 0.57 0.67 0.62 0.67 0.52 0.59 0.65 0.61 0.63 0.59 0.61 0.60 0.51 0.64 0.57 0.65 0.73 0.69

Disgust 0.59 0.44 0.51 0.54 0.43 0.48 0.50 0.58 0.54 0.52 0.49 0.51 0.59 0.45 0.51 0.45 0.46 0.46

Surprise 0.52 0.74 0.61 0.65 0.63 0.64 0.72 0.67 0.70 0.69 0.62 0.65 0.65 0.71 0.67 0.70 0.61 0.65

Happy 0.50 0.56 0.53 0.49 0.58 0.53 0.49 0.48 0.49 0.50 0.55 0.52 0.51 0.53 0.52 0.46 0.55 0.50

Trust 0.61 0.46 0.52 0.49 0.55 0.52 0.52 0.55 0.54 0.53 0.57 0.55 0.60 0.49 0.54 0.57 0.53 0.55

Anticipation 0.89 0.53 0.67 0.51 0.70 0.59 0.58 0.57 0.57 0.73 0.59 0.65 0.62 0.60 0.61 0.79 0.64 0.71

Average 0.58 0.55 0.55 0.55 0.54 0.55 0.56 0.55 0.55 0.57 0.56 0.56 0.56 0.55 0.55 0.56 0.54 0.55

Acc 0.55 0.55 0.56 0.57 0.56 0.56

Table 11: Results for the CNN model using several embeddings and feature extraction

methods for LAMA+DINA

The same combinations used for the CNN model were executed for the LSTMmodel,
obtaining the results described in Table 13 and 14 for both datasets, respectively.

As in the previous case, NRC obtained the best results, but in this case, with the
combination “word2vec+NRC”, achieving 0.57 and 0.67 of F1-score for LAMA+DINA
and SemEval, respectively. Observing all of the previous results, the LSTM model
performance was more satisfactory, achieving more significant results than the shallow
ML and CNN models.

5.3.3 Bidirectional long short-term memory (BiLSTM) network

Finally, the BiLSTM model was optimized to achieve better results. In this case, the
best evaluation results were obtained when the number of layers is 2 with 128 hidden
neurons per layer. The rest of tuned hyper-parameters for conducting these experiments
can be seen in Table 15.
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Hidden

Layers

Hidden

Neurons

Learning

Rate
Epochs Batch Size Dropout Optimizer

2 128, 64 0.002 30 8 0.5 RMSprop

Table 12: Tuned hyper-parameters for the LSTM model

Anger Fear joy Sadness average

P R F1 P R F1 P R F1 P R F1 P R F1 Acc

Embedding

Layer
0.58 0.62 0.60 0.53 0.48 0.50 0.85 0.85 0.85 0.63 0.64 0.63 0.65 0.65 0.65 0.65

Word2Vec 0.55 0.60 0.57 0.62 0.51 0.55 0.85 0.85 0.85 0.59 0.57 0.58 0.65 0.63 0.64 0.65

Embedding

Layer+

TISEL

0.54 0.69 0.61 0.64 0.36 0.46 0.82 0.87 0.84 0.64 0.64 0.64 0.66 0.64 0.64 0.66

Embedding

Layer+

NRC

0.56 0.66 0.61 0.55 0.59 0.57 0.89 0.88 0.88 0.67 0.48 0.56 0.67 0.65 0.65 0.67

Word2Vec

+TISEL
0.57 0.64 0.60 0.52 0.62 0.57 0.82 0.83 0.83 0.71 0.50 0.59 0.66 0.65 0.65 0.67

Word2Vec

+NRC
0.54 0.67 0.60 0.62 0.58 0.60 0.86 0.87 0.86 0.70 0.53 0.60 0.68 0.66 0.67 0.68

Table 13: Results for the LSTM model using several embeddings and feature extraction

methods using the SemEval Dataset

The same combinations were again executed for the BiLSTM model obtaining the
results shown in Table 16 and 17 for SemEval and LAMA+DINA, respectively.

Analyzing the results, the combination “word2vec+NRC” obtained again the highest
F1-scores, 0.58 and 0.68, for SemEval and LAMA+DINA, respectively. Furthermore,
its performance achieved the most effective results compared to the rest of models.

5.4 Discussion

Comparing all of the shallow ML results, LR slightly outperformed the rest of algorithms
for all possible combinations, obtaining the best results when adding affective lexical
features from the NRC lexicon. SMV achieved similar results to LR, whereas MLP and
MultiNB obtained the worst results as it can be seen in Fig. 2 and Fig. 3 in terms of
accuracy for the SemEvaL and LAMA+DINA datasets, respectively, with respect to the
accuracy measure. Overall, the effect of NRC is more positive than TISEL.

On the other hand, after applying all of the DL approaches (CNN, LSTM and BiL-
STM), it is possible to conclude that the BiLSTM model achieved the best performance.
Particularly, working with the combination “word2vec+NRC”, it outperformed the rest
of the DL-based models in terms of accuracy as is depicted in Fig. 4 and Fig. 5 using the
SemEval and LAMA+DINA datasets, respectively.

Analyzing all of the results, regarding the feature extraction methods, the integration
of affective lexical features into the classifiers clearly leaded to improve the scores
achieved by the baseline classifiers. The affective knowledge provided by NRC appears
to be richer than TISEL’s, as the results show in Tables 10-17.
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Embedding

layer
Word2vec

Embedding

layer+ TISEL

Embedding

layer+ NRC

Word2vec

+TISEL

Word2vec

+NRC

P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

Anger 0.67 0.42 0.52 0.50 0.45 0.47 0.50 0.49 0.50 0.60 0.46 0.52 0.56 0.51 0.53 0.65 0.47 0.55

Sad 0.44 0.45 0.45 0.46 0.49 0.47 0.46 0.45 0.45 0.44 0.52 0.47 0.51 0.47 0.49 0.46 0.55 0.50

Fear 0.55 0.59 0.57 0.61 0.67 0.64 0.61 0.57 0.59 0.67 0.65 0.66 0.66 0.55 0.60 0.62 0.68 0.65

Disgust 0.55 0.46 0.50 0.49 0.42 0.46 0.47 0.54 0.50 0.48 0.42 0.45 0.59 0.45 0.51 0.43 0.61 0.50

Surprise 0.69 0.66 0.68 0.63 0.63 0.63 0.61 0.68 0.64 0.62 0.69 0.65 0.83 0.59 0.69 0.66 0.58 0.63

Happy 0.46 0.61 0.53 0.48 0.53 0.50 0.52 0.54 0.53 0.46 0.57 0.51 0.40 0.68 0.50 0.56 0.51 0.54

Trust 0.49 0.57 0.53 0.53 0.53 0.53 0.60 0.51 0.55 0.68 0.47 0.56 0.65 0.52 0.58 0.58 0.56 0.57

Anticipation 0.71 0.62 0.64 0.68 0.66 0.65 0.69 0.64 0.66 0.63 0.66 0.64 0.56 0.71 0.63 0.77 0.60 0.68

Average 0.57 0.55 0.55 0.55 0.54 0.54 0.56 0.55 0.55 0.57 0.55 0.56 0.60 0.56 0.57 0.59 0.57 0.58

Acc 0.55 0.55 0.56 0.57 0.57 0.58

Table 14: Results for the LSTM model using several embeddings and feature extraction

methods using the LAMA+DINA dataset

Hidden

Layers

Hidden

Neurons

Learning

Rate
Epochs Batch Size Dropout Optimizer

2 128, 128 0.002 30 8 0.5 RMSprop

Table 15: Tuned hyper-parameters for the BiLSTM model

In regard to the used embedding model, word2vec provides, overall, a more accurate
representation of the tweets, obtaining the best performance over the rest of algorithms.

Analyzing the results for both the DL and shallow ML methods, those based on DL
outperformed based-shallow ML; nonetheless, it is worth mentioning LR can act in a
similar manner to CNN. Therefore, in case of having to select one of them, it is good to
mention the training process for LR is considerably shorter.

Comparing the conclusions here pointed out over the shallow ML algorithms against
others published in [Plaza-del-Arco et al. 2020] regarding Spanish language, LR and
SVM appear to be the best mechanisms for both languages (Spanish and Arabic). Never-
theless, comparing the lexicon performance, TISEL achieved better results than NRC
for Spanish language, whereas in Arabic language, NRC should be the selected tool
according to its results. For instance, using different algorithms, the use of NRC makes
it possible to find sentences such as these ones, that cannot be correctly classified by
TISEL:

لافطأللهعورمرظانمادكلمعييللاناسنإشم

“Not a person who does these horrific scenes for children”

رفاكنينحلاوةمحرىندأنودانلتقيقوشلا
“Longing kills us without the lowest mercy and the nostalgia is an infidel”

This fact can be explained because the original version of TISEL is written in Spanish,
whereas both NRC and TISEL are translated lexicons, and the accuracy loss in the
translation process can decrease the quality of the resulting vocabulary. Particularly,
the translation process is very challenging for Arabic language because of the use of
different terms depending on the type of used Arabic: modern standard Arabic (official
language), dialectal Arabic or classical Arabic, language of Islam’s holy book. For that
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Anger Fear joy Sadness average

P R F1 P R F1 P R F1 P R F1 P R F1 Acc

Embedding

Layer
0.55 0.67 0.60 0.60 0.51 0.55 0.86 0.86 0.86 0.59 0.51 0.55 0.65 0.64 0.64 0.66

Word2Vec 0.58 0.69 0.63 0.52 0.64 0.57 0.86 0.80 0.83 0.74 0.52 0.61 0.68 0.66 0.66 0.66

Embedding

Layer+

TISEL

0.58 0.65 0.61 0.57 0.60 0.59 0.90 0.85 0.87 0.71 0.56 0.65 0.69 0.67 0.68 0.68

Embedding

Layer+

NRC

0.52 0.71 0.60 0.58 0.50 0.54 0.91 0.79 0.83 0.67 0.57 0.62 0.67 0.65 0.65 0.67

Word2Vec

+TISEL
0.54 0.66 0.60 0.65 0.51 0.57 0.85 0.85 0.85 0.64 0.60 0.62 0.67 0.66 0.67 0.68

Word2Vec

+NRC
0.56 0.68 0.62 0.60 0.64 0.62 0.88 0.86 0.87 0.74 0.55 0.64 0.69 0.68 0.68 0.69

Table 16: Results for the BiLSTM model using several embeddings and feature

extraction methods using the SemEval dataset

Embedding

layer
Word2vec

Embedding

layer+ TISEL

Embedding

layer+ NRC

Word2vec

+TISEL

Word2vec

+NRC

P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

Anger 0.54 0.47 0.50 0.49 0.46 0.47 0.49 0.46 0.47 0.59 0.38 0.46 0.65 0.47 0.55 0.79 0.40 0.54

Sad 0.43 0.50 0.46 0.45 0.48 0.47 0.45 0.48 0.47 0.47 0.66 0.55 0.46 0.55 0.50 0.50 0.54 0.52

Fear 0.52 0.64 0.57 0.68 0.56 0.62 0.68 0.56 0.62 0.57 0.58 0.58 0.62 0.68 0.65 0.57 0.72 0.64

Disgust 0.49 0.39 0.43 0.45 0.49 0.47 0.45 0.49 0.47 0.53 0.51 0.52 0.43 0.61 0.50 0.50 0.58 0.53

Surprise 0.71 0.65 0.68 0.61 0.64 0.63 0.61 0.64 0.63 0.84 0.59 0.69 0.66 0.59 0.63 0.73 0.62 0.67

Happy 0.55 0.57 0.56 0.48 0.58 0.52 0.48 0.58 0.52 0.56 0.55 0.56 0.56 0.51 0.54 0.50 0.60 0.54

Trust 0.46 0.55 0.50 0.57 0.53 0.55 0.57 0.53 0.55 0.44 0.69 0.54 0.58 0.56 0.57 0.69 0.59 0.63

Anticipation 0.72 0.57 0.63 0.72 0.64 0.68 0.72 0.64 0.68 0.71 0.60 0.65 0.77 0.60 0.68 0.72 0.60 0.66

Average 0.55 0.52 0.54 0.56 0.55 0.55 0.56 0.55 0.55 0.59 0.57 0.57 0.59 0.57 0.58 0.62 0.58 0.59

Acc 0.55 0.56 0.56 0.58 0.58 0.59

Table 17: Results for the BiLSTM model using several embeddings and feature

extraction methods for LAMA+DINA

reason, it is vital to develop specific tools for Arabic language instead of using translated
dictionaries.

Focusing individually on the four emotions, both lexicons provided richer information
regarding “joy” in SemEval because, for all possible combinations, the results are the best
in our implementation and were also in [Plaza-del-Arco et al. 2020]. In LAMA+DINA,
“anticipation” is the feeling which obtains higher accuracy. Furthermore, in Arabic the
lowest scores were achieved for the class “sadness” and so were also they in Spanish,
for both collections.

Finally, regarding the time to process all of the algorithms, the difference between the
shallow ML and DL approaches is substantial. All of the algorithms were implemented
and executed using Google Colab4, and while the shallow ML algorithms needed less

4 https://colab.research.google.com
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Figure 2: Accuracy for the different combinations of the shallow ML algorithms using the
SemEval dataset

Figure 3: selectfontAccuracy for the different combinations of the shallow ML

algorithms using the LAMA+DINA dataset

than one minute to be trained for both datasets, CNN needed around 30 minutes, LSTM
around one hour and half, and BiLSTM 3 hours approximately, for SemEval, and twice as
much time for LAMA+DINA for each algorithm. Therefore, although the DL approaches
obtain better results, it is necessary to seriously consider the training time they involve
when making a decision about which one to select.

The lemmatization and stemming steps considerably affect the training time because
they sharply reduce the size of the datasets. On the one hand, the SemEval dataset
was composed of almost 20,000 unique terms, and after applying lemmatization and
stemming, 36.5% of the vocabulary was removed. On the other hand, the LAMA+DINA
dataset was reduced by 38.1%, having initially almost 31,000 unique terms.
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Figure 4: Accuracy for the different combinations of the DL algorithms using the SemEval dataset

6 Conclusions and future work

The present study compares different mechanisms for improving the task of emotion
categorization on social media applied to Arabic language, by means of diverse combi-
nations of AI techniques, features extraction techniques and emotional lexicons. For this
comparison, two standard datasets in Arabic have been utilized.

From the experiments carried out, it is possible to conclude that the DL methods
outperform the shallow ML ones, except for LR, which can achieve results close to CNN.
Regarding the feature extraction, word2vec appears to be most adequate for the DL
approaches, whereas with respect the affective lexicons, NRC provides more informative
affective features than TISEL for Arabic language, in contrast to other studies in Spanish
language.

Although it is difficult to find specific lexicons developed for Arabic language, the
use of lexicons translated from other languages such as Spanish or English, clearly
improves the results of the tested approaches. Nonetheless, the same dictionaries not
necessarily perform in a similar manner in different languages, it is necessary to analyze
every case in detail. Hence, the development and use of specifically designed lexicons
for every language, and especially for Arabic, is a need of the utmost urgency when
coping with social media texts.

The major limitation of this study is the quality of the used lexicons as well as the
translation process. Most of the translation tools are not able to translate accurately many
terms/expressions for several reasons, for instance, because the lexicons do not provide
any context about the terms and it is not easy to disambiguate their meaning or, because
the terms/expressions do not even exist in the other languages or, because there exist
several dialects, among other reasons.

As future work, the development and use of a specific lexicon to test in Arabic is
clearly necessary. In addition, the study of the effect of other lexical and syntactical
aspects such as Arabizi terms or negations in Arabic is necessary.
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Figure 5: Accuracy for the different combinations of the DL algorithms using the LAMA+DINA
dataset
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