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Abstract: Malaria is a huge public health concern around the world. The conventional method

of diagnosing malaria is for qualified technicians to visually examine blood smears for parasite-

infected red blood cells under a microscope. This procedure is ineffective. It takes time and requires

the expertise of a skilled specialist. The diagnosis is dependent on the individual performing the

examination’s experience and understanding. This article offers a new and robust deep learning

model for automatically classifying malaria cells as infected or uninfected. This approach is based

on a convolutional neural network (CNN). It improved by the regularization method on a publicly

available dataset which contains 27, 558 cell images with equal instances of parasitized and un-

infected cells from the National Institute of health. The performance of our proposed model is

99.70% of accuracy and 0.0476 loss value.

Keywords: Malaria Parasite Detection, Deep Learning, Convolutional Neural Network, Binary
classification, L1 Regularization, Overfitting, Accuracy, Loss
Categories: E, H, J, L, M

DOI: 10.3897/jucs.81681

1 Introduction

Malaria is a deadly epidemic disease caused by Plasmodium parasites [Andtaner, 21]
[Sivaramakrishnan, 17] [Alqudah, 20] [Umer, 20]. This parasite has a complex intra-
erythrocytic life cycle that moves through various stages of development while consuming
the hemoglobin of the red blood cells (RBC).
After decades of huge decreases in malaria cases and deaths worldwide, progress toward
malaria control and elimination had stalled prior to the COVID-19 pandemic [Awassa,
22], and malaria cases and deaths began to rise in 2020 (table 1).
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Issue The influence of COVID-19

Malaria

– In 2020, there will be 14 million more instances than

in 2019.

– During the pandemic, disturbances in the provision of

malaria prevention, diagnosis, and treatment resulted

in 69,000 additional deaths; 47000/69,000 malaria

deaths were connected to disruptions in the provision

of malaria prevention, diagnosis, and treatment.

Foreign and local fi-

nancing/resources

COVID-19 reaction was diverted and rerouted

Table 1: COVID-19 repercussions [Chanda-Kapata, 22]

Malaria infection can be detected early, allowing professionals to administer suitable
medication in a timely way. Although numerous innovative approaches for malaria
diagnosis are available, the gold standard and most commonly used diagnostic technique
for malaria is manual microscopy examination of peripheral blood smears [Jdey, 22].
Microscopy is a gold standard technique and well-established approach for diagnosing
malaria. However, without technical skill, it is possible that the outcome would be poor. It
is based on finger pricking blood that is placed onto a slide to create thin and thick blood
films. After staining with Giemsa stain, the oil slides are examined using a compound
microscope with an x100 lens using immersion oil slides. It is a sensitive and informative
diagnostic tool that can detect 5–10 parasites per l of blood with good technical ability.
In microscopy, all of the Plasmodium species and stages may be distinguished. Expert
microscopists can detect any morphological changes in the parasites on blood film due
to recent drug therapy. The number of parasites in a single RBC may also be easily
quantified; such investigations are required to elaborate hyperparasitaemia. It is a low-
cost diagnostic procedure. The cost of each slide examination is expected to be between
30 and 40 Pakistani rupees. It gives permanent proof of the analytic discovery (blood
films). But it is a time- consuming [Almezhghwi, 21] and labor-intensive procedure that
typically takes one hour from the moment blood is drawn to the final outcome [Bandy-
opadhyay, 17]. Microscopy is impossible without technical skills and adequate reagents.
Microscopic discovery hazards become an untrustworthy instrument in these conditions,
wasting valuable resources for questionable results. Because microscopy results are
frequently delayed in reaching the clinician, pharmaceutical decisions are frequently
made without the benefit of lab results. Rapid Diagnostic Test [Slater, 22] is based on the
detection of malaria parasite antigens in RBCs by an immunochromatographic method.
Immunochromatographic Technique is another name for RDT (ICT). It is based on the
interaction between antigen and antibody. It is a highly good and sensitive diagnostic
tool for field diagnostics. Malaria diagnosis has improved as a result of the widespread
use of rapid diagnostic tests (RDTs).

However, the effectiveness of this strategy is limited by the ability of a skilled micro-
scopist. The accuracy of a malaria microscopy diagnosis depends on the pathologist’s
expertise of the disease [Yang, 19]. This technique is time-consuming and inaccurate due



Hcini G., Jdey I., Ltifi H: ImprovingMalaria Detection Using L1 Regularization Neural Network 1089

to subjectivity, resulting in erroneous and inconsistent outcomes [Pattanaik, 20]. This
could lead to an inaccurate diagnosis and treatment. Even the patient’s life may be lost
[Dong, 19]. Previous research has demonstrated that a computer assisted system’s degree
of agreement as a decision support system can be crucial to a faster and more reliable
diagnosis. It can serve as a baseline and a standardized technique of determining the
severity of the disease’s infection [Pan, 18]. The most cost-effective diagnostic method
is a Computer Aided Diagnosis (CAD) based approach with digital microscopy and
advanced image processing techniques combined with an intelligent system. Pathologists
and hematologists will benefit from such deep learning technologies. These will cut down
on the time it takes to observe, analyze, and infer, as well as provide a second, unbiased,
and consistent view [Bandyopadhyay, 17]. The application of deep learning is used in
the medical domain for its performance [Mazurowski, 19]. Deep learning is a kind of the
well-known multilayer neural network that learns complex data representations [Abdou,
22], often known as features, automatically [Abubakar, 21].

Despite the fact that deep learning models have been successfully employed, develop-
ing an adequate deep learning model is a difficult undertaking due to the dynamic nature
and variability of real-world situations and data. Furthermore, deep learning models are
frequently seen as ”black-box” devices, obstructing the standardization of deep learning
research and applications [Sarker, 21]. For image classification tasks, state-of-the-art
computer-aided diagnostic tools based on data-driven deep learning algorithms like con-
volutional neural network (CNN) have emerged as the architecture of choice. However,
because of their sensitivity to training data variations, CNNs have a high variance and
may overfit [Rajaraman, 19]. To assist human specialists in making the accurate diagnosis
and to eliminate the requirement for manual evaluation, we focused on automatic malaria
identification using a new architecture based on convolutional neural network improving
by regularization technique to avoid the overfitting problem.

The following is a breakdown of the paper’s structure. Section 2 discusses deep
learning and Convolutional Neural Networks, as well as the problem of overfitting and
the many regularization strategies that can be used to solve it. Section 3 includes a
list of similar works as well as their limitations. The dataset and our suggested model
are discussed in section 4, and the experimental results and comments are discussed in
section 5. Section 6 finishes the work by outlining potential next directions.

2 Background of the study

2.1 Deep Learning

Automated malaria screening, which employs machine learning techniques such as deep
learning, has the potential to be a useful diagnostic tool. Deep learning is a subfield of ma-
chine learning. It was inspired by the human brain’s information processing mechanisms
[Hcini, 21] [Madad, 20]. It is a kind of the well-known multilayer neural network that
learns complex data representations, often known as features, automatically [Nakasi, 20].
This motivates scientists to extract discriminative features with the least amount of human
labor and feld knowledge possible [Alzubaidi, 21]. A trained network’s qualities are
vital for real-world applications. The first is its objectivity, which refers to the absence of
impacts from human comments’ subjective nature. The second is its consistency, which
means that the trained network should annotate similar characteristics in the same way
every time. The third factor is its validity, which refers to the accuracy of the network out-
put. In practice, when the amount of training data is minimal, objectivity, dependability,
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and validity are sometimes difficult to attain [Pelt, 20]. Deep learning usually necessitates
a large number of training sets. Because annotated training images are substantially more
difficult to collect due to expert knowledge requirements and privacy issues, medical
applications have been among the slowest to use deep learning [Poostchi, 18]. This
technology has recently increased the efficiency and accuracy of macroscopic computer
vision tasks dramatically [Voulodimos, 18]. As a result, microscopic image analysis has
received a lot of interest. Convolutional Neural Networks, a type of deep learning, have
shown to be extremely useful in image recognition, classification, and categorization
[Chauhan, 18] [Erickson, 17].

What are the benefits of deep learning?

Several performance characteristics may provide an answer to this question [Alzubaidi,
21]:

– Universal Learning Approach: DL is sometimes referred to as universal learning
since it can perform in nearly all application fields.

– Robustness: In general, DL approaches do not require precisely constructed features.
Instead, the optimum traits are learned in an automatic manner that is relevant to the
task at hand. Robustness to the input data’s normal changes is achieved.

– Generalization: The same DL technique can be used for different data kinds or
applications, a method known as transfer learning (TL). It’s also a good method to
use when there isn’t enough data.

2.2 Convolutional Neural Network

A Convolutional Neural Network (CNN) [Jlassi, 21] is made up of numerous layers,
each of which performs a different function [Joshi, 20]. A CNN has convolutional layers,
ReLU layers, pooling layers and Fully connected layer (figure 1). A convolutional neural
network works by extracting features from images. This eliminates the need for manual
feature extraction.

Figure 1: The basic block diagram of convolutional neural network
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2.2.1 Convolutional Layer

The convolutional layer is the most important component in CNN design. It is made up
of a set of convolutional filters (so-called kernels) [Yamashita, 18]. It contains a set of
filters (or kernels) whose parameters must be learned during the course of the training.
The filters are frequently smaller in size than the actual image. Each filter builds an
activation map by converging with the image.

2.2.2 Pooling Layer

In most cases, a pooling layer is incorporated between two convolutional layers. By
down sampling the representation, the pooling layer minimizes the number of parameters
and computations. The maximum or average pooling function can be used. Max pooling
is often utilized because it is more effective [Ke, 18].

2.2.3 Activation Function

The primary role of all sorts of activation functions in all types of neural networks is to
map the input to the output. The weighted summation of the neuron input, as well as
its bias, is used to determine the input value (if present). This means that the activation
function creates the corresponding output after deciding whether or not to fire a neuron
in response to a specific input [Alheejawi, 20].

2.2.4 Fully Connected Layer

This layer is usually found near the end of each CNN architecture. The so-called Fully
Connected (FC) technique connects each neuron in this layer to all neurons in the previous
layer. It’s used as a CNN classifier.

2.2.5 Loss Functions

The anticipated error created across the training samples in the CNN model is calculated
using some loss functions in the output layer. The difference between the actual and
expected output is revealed by this inaccuracy. The CNN learning procedure will then
be used to optimize it.
The Cross-Entropy Loss Function is a regularly used metric for assessing the perfor-
mance of CNN models [Alzubaidi, 21]. The cross-entropy loss function’s mathematical
representation is (1):

H(p, y) =−
∑

i yilog(pi) where i ∈[1, N] (1)

CNNs are useful in fields where the shape of an item is crucial, such as image analysis,
particularly in the medical sector’s investigation of malignancies and body ailments,
and video analysis [Luca, 22]. By stacking a series of operations such as convolution,
pooling, and mapping of non-linear activation functions, convolutional neural networks
extract high-level semantic information layer by layer from the input layer of raw data
[Alam, 21]. Image classification is a complicated process that relies on a number of
factors. Some of the presented strategies of image commands are addressed in the next
section. The emphasis will be on cutting-edge classification approaches for improving
characterization accuracy.
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2.3 CNN’s regularization

Overfitting is the most common problem with CNN models when it comes to achieving
well-behaved generalization [Alzubaidi, 21]. An overfitting problem is indicated by a
high variance in model performance. The difference between training and validation
accuracy reveals how much overfitting has occurred figure 2.

Figure 2: Overfitting on a model

Dropout, data Augmentation, cross-validation, and regularization techniques such
as L1 and L2 are all alternatives for avoiding overfitting and improving model perfor-
mance. The regularization method piqued our interest. It plays an important role in
fine tuning the predictor design [Jaiswal, 18]. Reducing the number of features makes
sense if overfitting occurs because a model is overly complex. If we do not know which
characteristics to eliminate from our model, regularization methods like Lasso and L1
can help. Regularization imposes a ”penalty” on the input parameters with the largest
coefficients, lowering the variance of the model [ElSayed, 21].
Regularization is a technique for addressing the problem of overfitting [Jung, 18] by
inserting fewer rules into the model. Regularization adds a cost term for adding more
features and tries to reduce the weights of many features in the model to zero or extremely
tiny values. The L1 and L2 regularizations are named after the L1 and L2 norms of a
vector w. Here’s a crash course in norms:
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1 norm (also known as L1 norm):

‖W‖1 =|w1| + |w2|+..+ |wN | (2)

2 norm (also known as L2 norm or Euclidean norm):

‖W‖2= (|w1|2+|w2|2+..+|wN |2)1/2 (3)

p-norm:

‖W‖p= (|w1|p+|w2|p+..+|wN |p)1/p (4)

Loss function with no regularization:

loss = Error(Y, Ŷ) (5)

Loss function with L1 regularization:

loss = Error(Y, Ŷ) + λ
∑N

i=1|wi| (6)

Apart from having to minimize the error between the true Y and the predicted Ŷ, the
regularization terms are ’constraints’ that an optimization method must ’adhere to’ when
reducing the loss function.
A strategy of selecting the regularization parameter for the l1 regularization problem
is also developed. In terms of damage detection, the current l1 regularization method
outperforms the traditional l2 regularization method [Hou, 18].

3 Related Works

There has been a lot of research on medical diagnosis of malaria and other disorders
in the literature, as well as a lot of reports on classification accuracy (table 2). In this
study, we will evaluate methodologies to determine which is the most effective. It is
recommended that these strategies be compared to public datasets rather than private
datasets acquired from clinics and hospitals.

Masud, Mehedi, et al [Masud, 20] proposed a CNN model composed of four convolu-
tional blocks and two fully connected dense layers, applied to classify 27,558 segmented
cell images, the given segmented cell images have a resolution of 224 × 224 × 3 pixels.
The trainable parameters of their proposed model have a relatively smaller size (409 K)
compared to other complex models, its simplicity will be the first step while dealing with
the problem of overfitting.

Alqudah, A. M., & Qazan, S. [Alqudah, 20] proposed a new CNN model using
transfer learning to classify red blood cells into two classes infected and Uninfected.

Rahman, A., et al [Rahman, 19] employed a deep convolutional neural network to
improve malaria identification using patches segmented from microscopic images of
red blood cell smears. The accuracy and loss evaluation metrics, as well as 5-fold cross
validation, were utilized to compare and identify the best performing architecture.
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Sinha, Shruti, et al [Sinha, 21] in his paper proposed a deep learning approach. This
model uses two different components of CNN (Sequential and ResNet). Indeed, the
difference between the two architectures is that ResNet uses more hidden layers rather
than sequential ones. Applied on a dataset which contains 27,558 cell images with 80%
for training and 20% for testing.

Sandhya, Y.et al [Sandhya, 20] proposed an automated system based on deep learning
the Convolutional Neural Network following these steps; Image Processing used to get
the quality image then the application of CNN algorithm which contains the following
layers; Convolution layer, Pooling layer, ReLU layer and Fully connected layer. This
model applied to classify 27,558 images with 30*30 pixels.

Maqsood, Asma, et al [Maqsood, 21] offered a customized CNN model (5 con-
volutional layers, 5 max-pooling layers, and 2 fully-connected layers) that beats all
deep learning models currently available. Data preprocessing, feature extraction, and
classification are the three aspects of the suggested method.

Elangovan, P. et al [Elangovan, 21] proposed a CNN model with four convolutional
layers (C1, C2, C3, C4), two max pooling layers (P1, P2), and one fully connected layer
(FC), using thin smear blood images to detect malaria parasites. Pre- processing, feature
extraction, and classification are all stages of the proposed technique.

Magotra, V., et al [Magotra, 22] have constructed a CNNmodel with six convolutional
layers and filter sizes ranging from 16 to 128 layers, as well as six max-pooling layers
and the ”ReLU” as an activation function. The model is trained on various data variations
for epochs ranging from 5 to 14 with a callback applied.

Alharbi, A. H., et al [Alharbi, 22] built a CNN model that examines the blood sample
to detect parasitized or uninfected cells to eliminate model inconsistencies and improve
robustness and generalization. To obtain features, decrease computations, and update
features, it is separated into four fully linked layers and is based on the convolution layer,
the pooling layer, and the average pooling step.

Mishra, S. [Mishra, 21] intended to create a method that would aid in the quick
and accurate identification of malaria, lowering fatality rates and eventually leading
to a malaria-free environment. To automate the detection of the parasite in thin blood
smear images, deep learning techniques such as transfer learning and snapshot ensemble
were used. A bespoke model with a total of 13 layers is created from scratch, using
three convolutional layers with 32, 64, and 128 filter units, two max-pooling layers,
and a Global Average Pooling layer. With Batch Normalization, each convolutional
unit is ReLU enabled. The input is convolved using filters of size (3x3) with padding
set to ’same.’ The pool window of the Max Pool layers is (2x2). A dense layer with
one unit and sigmoid activation makes up the final classification layer. To test the effi-
ciency of transfer learning in the malaria classification issue, pre-trained models such as
’DenseNet121’, ’EfficientNet-B0’, ’Inception-v3’, ’InceptionResNetV2’, ’ResNet50V2’,
and ’Xception’ were used. The feature extractors were chosen as the last layer before the
final classification layer, and the model was trained for 50 epochs with an early stopping
patience level of 7.

Fuhad, K. M., et al [Fuhad, 20] proposed an architecture based on auto encoders
The suggested encoder is made up of three Convolutional layers, each followed by a
Max-pooling layer. The kernel size is defined as (3 × 3) with the same padding and 1-
pixel stride in each layer for executing the convolutional process. The first convolutional
layer’s kernel number was set to 16, while the second and third layers were set to 8 and
4, respectively. Four deconvolutional layers and three upsampling layers make up the
decoder. The kernel size for all Deconvolutional layers is 3 × 3 with the same padding
and the number of kernels is 4, 8, 16, and 3 accordingly. Deconvolutional layers are the
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polar opposite of convolutional layers; instead of mapping 3 × 3 features into 1 pixel,
Deconvolutional layers map 1 pixel to a vector of 3 × 3 features. To induce non-linearity,
the hidden units were activated with the ReLU activation function. To recreate the input
image from the latent representation, up-sampling with window size 2 × 2 was used.

Qanbar, M. M., et al [Qanbar, 19] created a deep learning approach for the classifi-
cation and diagnosis of malaria called the Residual Attention Network (RAN), which
used a deep learning Convolutional Neural Network (CNN) technique with previously
classified datasets. The RAN model outperformed other algorithm types in terms of
image processing and classification. The training simulation results for the RAN model
indicated a classification accuracy rate of 95.79%. Only 83.30% classification accuracy
was obtained using the Support Vector Machine (SVM). The table 2 includes references
to all of these works.
Study Approach Accuracy Research Gap

[Masud, 20] CNN 97.30% The model does not converge ef-
fectively, and there is a consider-
able variation in loss and accuracy
between the training and valida-
tion outcomes. Furthermore, as the
training advances towards the fin-
ish, the values of loss and accuracy
show a lot of variation. This im-
plies that the model has not been
properly trained and is possibly
overfitting to the training data.

[Alqudah, 20] CNN 98.85% It is about a model (VGG-19) that
is more powerful than the sug-
gested model with 99.32% correct-
ness in the comparison analysis
[Rajaraman, 19].

[Rahman, 19] CNN,
VGG16,
CNNEx-
SVM

97.77% Overfitting can be evident as the
model advances through training,
and the loss begins to increase.

[Sinha, 21] ResNet/Se-
quential

96.78%/96% Overfitting is evident from the
curve results.

[Sandhya, 20] CNN 96% The performance of the proposed
system was not compared with
other deep learning models.

[Maqsood, 21] CNN 96.82% There is still room for improve-
ment. They are simply concerned
with the time.

[Elangovan, 21] CNN 97.8% Only pre-trained networks were
used to compare the suggested
model.

[Magotra, 22] CNN 96% As a performance metric, only ac-
curacy was used.
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[Alharbi, 22] CNN 97% The curves reveal that it is overfit-

ting after 25 epochs.

[Mishra, 21] CNN 99.37%
– Only pre-trained networks

were used to compare the

suggested model.
– Loss has a very high value

[Fuhad, 20] CNN

based

on auto

encoders

99.23% Since 2006, a comparison has been

conducted with older works.

[Qanbar, 19] Residual

Attention

Network

95.79% The proposed system’s perfor-

mance was not compared to that

of other cutting-edge deep learning

or machine learning models.

Table 2: Representative work about deep learning models for malaria classification
[2019-2022] applied on dataset of 27, 558 cell images

4 Dataset and Proposed Model

4.1 Data Collection

For this work, the used data set was collected from the National Institute of Health
(NIH), which contains 27,588 images of parasitized and uninfected cells (figure 3).
The distribution of these two classes is as follows 13,794 images by each class. As we
have an equal distribution of cell images, we do not have to deal with the issues that
come with unbalanced data, therefore it is less likely to be skewed towards one class.
Collecting publicly available protozoan parasite datasets is critical for training models
and determining their overfitting, resilience, and generalization.

Figure 3: Sample images from NIH dataset: Parasitized and Uninfected
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4.2 Data Preprocessing

After data collection, the next step was data preprocessing. The essential step to reduce
the impact of variations in intensity and clean up noise. We resize all the images into
64*64 dimensions. For the data in this stage, we represent parasitized images as 1 and
uninfected images as 0.

4.3 Data Splitting

In this step, we divide the data into two different parts (80, 20), i.e. 80% of the data used for
training and the remaining 20% data used for testing. 80% of the features are set aside for
training, while the remaining 20% are used to test the developed classification algorithm.
To generalize successfully, machine-learning algorithms require a large number of data
samples to learn from, which is why a large fraction of the features are assigned to
training [Jdey, 12]. The testing split was used to assess the models’ final prediction
accuracy. Then, we applied the CNN algorithm for classifying the data.

4.4 Building a model

A deep learning system uses data from task-related inputs and outputs to create software
that can automatically distinguish them. We will not cover deep learning models in this
study, but we will show the framework we utilized to complete it. A pretrained model
based on convolutional neural network (CNN). Early studies in the study of biological
vision influenced convolutional neural networks (CNNs). It used to overcome the short-
comings of manual feature extraction.
The three major types of layers utilized to build the CNN architecture are convolu-
tional layers, pooling layers, and fully connected layers. In comparison to classic neural
networks, CNNs can extract features without sacrificing much of the input’s spatial
correlations. Each layer is made up of neurons with programmable weights and biases.
For the deep learning network used, after we have completed the steps outlined below
data collection, data preprocessing and data splitting. Two convolution layers, two pool-
ing layers, a flatten layer, and three dense layers are included in the suggested model.
The figure 7 depicts the successive layers and summarizes their nodes. The shapes of
the matrices processed at each successive point are described by the terms ’input’ and
’output’. The information about the training parameters can be found in the table above
(table 3).
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Parameter Description Range

Input im-

age size

It specifies the image’s height and width in pixels. 64*64

Batch size The number of training samples used in a single epoch. 64

Epoch It specifies how many passes the model makes over the full

training dataset.

5, 100

Optimizer In the field of neural networks, Adam is one of the most

widely used step-size techniques. Adaptive Moments in-

spired the name [Haji, 21].

Adam

Activation

function

In a neural network, an activation function specifies how

the weighted sum of the input is turned into an output from

a node or nodes in a layer.

Sig-

moid,

ReLU

Table 3: Training parameters

4.5 CNN with L1 regularization

Our goal is to build a sparse convolutional neural network that performs as well as or
better than existing models. Matrix multiplication is used to change the output dimension
of a network, and this can be a problem because it can lead to weight redundancy. To
reduce this, theoretical and practical approaches must be developed to help with the
process. During optimization, the L1 regularization algorithm imposes penalties on layer
parameters or layer activity. Regularizing the ’weights’ and ’bias’ of the three ”dense
layers” will result in a more accurate model. The loss function that the network optimizes
includes the total of all penalties. Because L1 regularization offers sparse solutions, it is
the favored method when there are many features. Even so, the computational advantage
is advantageous because it is possible to avoid features with zeroes coefficients. The L1
regularization, in this situation, can help with feature selection by removing unimportant
features. Different facets of the dense layer are regularized:

– kernelregularizer: to apply penalty on the layer’s kernel weights

– biasregularizer: to apply penalty on the layer’s bias

– activityregularizer: to apply a penalty on the layer’s output

Weight regularization offers a method to lessen the convolutional neural network model’s
overfitting to the training data and enhance the model’s performance on new data. We
added a weight regularization to the ”dense layers”. This is achieved by setting the
kernelregularizer argument. The total absolute values of all the weights in the model
make up L1 regularization.

loss = Error(Y, Ŷ) + λ
∑N

i=1|wi|
We are calculating the sum of the absolute value of all of the weights. These weights can
be either positive or negative, and they can vary greatly in terms of what they measure.
We sum up all the weights and multiply them by a value called alpha which you should
tell ”how much effect you want L1 alpha to have”. It tries to shrink the error as much as
possible if when you add the sum of the weights to that error it will shrink those weights
because that’s just an additive property of the weights so it’s trying to shrink the weights.
The workflow for image classification is displayed in the following figure 4.
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Figure 4: Image classification workflow

5 Results and Discussion

5.1 Results

Experiments are carried out on the malaria cell images dataset which contains 27,588
images of parasitized and uninfected cells. We evaluate our proposed architecture on
accuracy for 5 epochs (figure 5). The training takes 1min23s to give the final result on
the ‘Malaria dataset’.
The results of this metric are shown in table 4 below before and after improving with
regularization technique to reduce loss rate.

Epoch Loss: Before Loss: After Accuracy: Before Accuracy: Af-

ter

1 0.9132 0.8603 0.5643 0.5841

2 0.3973 0.3940 0.8607 0.8680

3 0.1929 0.21397 0.9690 0.9641

4 0.0999 0.1076 0.9930 0.9885

5 0.0537 0.0476 0.9970 0.9970

Table 4: Results of our proposed architecture for 5 epochs before and after applying
regularization technique

Figure 5 shows performance curves. It is based on the graphical curve plotting the
relationship between Accuracy and loss.
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Figure 5: Proposed model experimental result evaluation for 5 epochs

We tried to fit our model to the dataset, and after spending some time fine-tuning the
parameters, we found the best number of epochs (5 epochs). We also attempted to put
the model through its paces throughout 100 epochs (figure 6).

Figure 6: Proposed model experimental result evaluation for 100 epochs

5.2 Discussion

Many researches employed pre-trained CNN to extract characteristics before classifica-
tion, whereas others used customized CNN. We compared the suggested CNN model’s
outcomes to state-of-the-art deep learning models published in the field, applied on the
same dataset. This represents the highest accuracy our architecture can hope to achieve
(figure 5).
In general, accuracy refers to the classifier’s recognition rate. It is defined as the ratio of
the sum of true positive (TP) and true negative (TP) values to the sum of TP, TN, FP,
and FN values. Equation (7) shows the mathematical expression for accuracy:

Accuracy = TP+TN
TP+TN+FP+FN (7)
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We employ the L1 regularization technique to avoid the overfitting issue. Other works,
such as [Oyewola, 22], make advantage of data augmentation. On the data from infected
and uninfected malaria blood samples, they employed a data augmentation technique.
Basic image transformations, such as rotation, translation, horizontal and vertical scale,
random shear, and random reflection, were used to supplement the data. Random rotation,
random translation, and horizontal and vertical scale were used as augmentations in this
investigation. The images are rotated between 20° and 20° to the right or left along the
axis. The rotation degree parameter is used to calculate rotation stability. Despite these
encouraging outcomes, their strategy has a number of flaws. To begin with, all deep
learning algorithms have a proclivity for overfitting the training dataset. Because the
goal of deep learning models is to generalize successfully from training data to any data
from the problem domain, CNN must make predictions on datasets it has never seen
before. When a model tries to learn too many details from the training data while still
allowing for noise, it is said to be overfitting. As a result, the model’s performance on
unidentified or test datasets is poor. In malaria screening utilizing image recognition,
deep learning algorithms paired with reinforcement learning can produce an accuracy of
94.79%.

Another study that trained the ResNet model suggested by [Akgul, 22] using 5 K-Fold
cross-validation. To assess the model’s effectiveness and error rates, they employed a
binary cross entropy loss function. The parameters and values used to train ResNet model
structures are K-Fold (5), Mini Batch Size (64), Optimizer (Adamax), Loss Function
(Binary Cross Entropy), and Classifier Activation (Sigmoid). The ResNet-50 model had
the best success accuracy among the models addressed in the study, with a success rate
of 94.09%, and a loss value of 0.2333 using the validation dataset.

Model Accuracy Loss

CNN [Maqsood, 21] 96.82% Not mentioned

CNN [Elangovan, 21] 97.8% Not mentioned

CNN [Alharbi, 22] 97% Not mentioned

CNN [Magotra, 22] 96% Not mentioned

Data Augmentation CNN [Oyewola,

22]

94.79% Not mentioned

[Akgul, 22] 94.09% 0.2333

Proposed model 99.70% 0.0476

Table 5: Performance comparison between CNN based deep learning models in
literature on malaria dataset

Based on the results presented in Table 5, we investigate the importance of CNN
model in our classification task and we found it important step to include regularization
method in training and evaluation of the proposed model. We must think about the
data that has been provided to us for the project since it will help us decide which
strategies to utilize. The collecting of labeled data has greatly expanded the scope of
what we can accomplish with this project. Another factor to consider is the amount of
time required for the chosen system’s training and evaluation. The benefit that leads to
a longer period of time must be significant. At this point, a sophisticated system isn’t
required; instead, simplifying is the goal. The amount of training data provided will be
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the project’s restriction. Because there are so many variables in cell size, shape, and
rotation, training data is crucial. The project’s major goal would be to create a reliable,
generalizable system.

5.3 Advantages and limitations

The results reveal that our model may be used to detect malaria parasites in blood samples
with a 99.70% accuracy for 5 epochs and 100% accuracy for 100 epochs. the major
advantages of our custom CNN are less bandwidth requirement, easy implementation
with limited memory. To some extent, the proposed scheme leads to faster learning and
less computational load, as well as better overcoming challenges basically overfitting.
We will look at how convolutions on images can help increase knowledge in this area
that can be applied to other applications later, as well as the mutual information content
of filters in classifiers that have been trained for different thresholds. As a result, control
over deep Learning algorithms will be severely limited.

6 Conclusions and Future Work

Traditional methods have shown limited accuracy for malaria parasite detection. And
even though some models have good accuracy results and perform well on training data,
they perform badly when applied to new data ”Overfitting”. Therefore, our work proposed
a new convolutional neural network architecture with L1 regularization technique to
avoid the overfitting problem and to improve malarial classification from thin blood
smear images. The layers have been fine-tuned to reduce complexity using a customized
technique on a benchmark dataset like the one used in this study. The achieved results
prove that with convolutional layers can extract different abstract level features for
classification. This study proves that features extracted by CNN are better than hand-
crafted features. The CNN model using regularization method outperformed than state-
of-the-art deep learning methods. Experimental results of the proposed CNN model with
99.70% accuracy and loss value 0.0476.

By applying the proposed approach to different imaging modalities, we hope to
enlarge the dataset. It’s possible that the dataset contains parasites other than malaria.
As a result, this is a constraint worth investigating in the future, in addition to detecting
each parasite (i.e., Plasmodium ovale, Plasmodium malariae, Plasmodium vivax, and
Plasmodium falciparum). As a result, it is critical to test the suggested technique on
a multi-classification assignment. Also, while a private reservation is required in the
medical setting, the usage of Block chain or the transition to federated learning must be
considered.

Data Availability Statement

The data underpinning the analysis reported in this paper are deposited at “Mendeley
Data” at doi: 10.17632/y7z2vg7fmy.1.” reference [HCINI, Ghazala (2022), “Malaria:
cell images”, Mendeley Data, V1, doi: 10.17632/y7z2vg7fmy.1]
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Figure 7: CNN model based on the Keras format
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