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Abstract: Recent advances in machine learning and natural language processing have the po-

tential to transform human activity in many domains. The field of learning analytics has applied

these techniques successfully to many areas of education but has not been able to permeate others,

such as doctoral education. Indeed, doctoral education remains an under-researched area with

widespread problems (high dropout rates, low mental well-being) and lacks technological support

beyond very specialized tasks. The inherent uniqueness of the doctoral journey may help explain

the lack of generalized solutions (technological or otherwise) to these challenges. We propose a

novel approach to apply the aforementioned advances in computation to support doctoral education.

Single-case learning analytics defines a process in which doctoral students, researchers, and com-

putational elements collaborate to extract insights about a single (doctoral) learner’s experience and

learning process (e.g., contextual cues, behaviors and trends related to the doctoral student’s sense

of progress). The feasibility and added value of this approach are demonstrated using an authentic

dataset collected by nine doctoral students over a period of at least two months. The insights from

this feasibility study also serve to spark a research agenda for future technological support of

doctoral education, which is aligned with recent calls for more human-centered approaches to

designing and implementing learning analytics technologies.
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1 Introduction

Recent advances in machine learning (ML), natural language processing (NLP) and, more
generally, in the field of artificial intelligence (AI) have achieved generalized support
for many tasks that were once the sole territory of humans (text classification, image
captioning, and even image generation or multimodal reasoning [Fei et al., 2022]). For
instance, what some authors call “foundation models”, pre-trained with huge amounts
(i.e., web-scale) data, have the potential to transform human activity in many areas (e.g.,
law, healthcare, education) [Bommasani et al., 2021].

The widespread use of such AI technologies may pose dangers and challenges to
human values and well-being in those areas [Bommasani et al., 2021], specifically in
education [Blodgett and Madaio, 2021]. Indeed, such challenges have also been detected
in the field of learning analytics (LA) [Siemens, 2012]: being oblivious to the privacy
and ethics aspects of LA [Slade and Prinsloo, 2013] could lead to dystopic visions of our
future becoming true, from 24/7 monitoring of our children to robots replacing teachers
[Ferguson et al., 2016, Selwyn, 2019].

Aside from the body of work on ethics and LA [Tzimas andDemetriadis, 2021], recent
years have also seen the rise of what has been termed “human-centered learning analytics”
(HCLA) [Buckingham Shum et al., 2019] as a way to avoid such dystopias. HCLA’s
focus has mainly been on design processes for LA technology using participatory and
other user-involving design methods (e.g., [Martinez-Maldonado et al., 2015, Holstein
et al., 2019]). However, human-centeredness ismulti-faceted [Fitzpatrick, 2018], and not
limited to how to design LA in a more humane manner. In the area of HCLA there has
been comparatively little attention paid towhat LA to design (i.e., what is the structure and
features of an LA system that fosters human agency and well-being [Buckingham Shum
et al., 2019]).

Against this technological backdrop, we should note that not all areas of education
have been equally permeated by LA support (human-centered or not). Despite a greater
focus of LA research on higher and continuing education (e.g., [Leony et al., 2015]),
areas like doctoral education remain largely untouched by LA (see [Di Mitri et al., 2017]
for a rare exception to this trend).

Indeed, even if it is acknowledged that doctoral education suffers from widespread
problems like high dropout rates [Wollast et al., 2018, Hardre et al., 2019] and low
student well-being [Evans et al., 2018, Milicev et al., 2021], support and interventions
to address these problems (especially, technology-based) are rare [Mackie and Bates,
2019]. At the heart of these widespread problems and the scarcity of interventions is each
doctoral process’s inherent uniqueness (i.e., the lack of meaningful cohorts from which
to draw large enough amounts of data and meaningful comparisons), both topic-wise
and in terms of personal and contextual factors.

This paper aims to address the lack of LA support for doctoral education from a
human-centered perspective. More concretely, we focus on the unexplored area of what
LA systems can be designed to support doctoral student agency and well-being. Our main
contribution is to propose a structured process in which human (doctoral students, doctoral
education researchers) and computational elements (both foundation and simpler, more
interpretable ML models) collaborate to better understand each individual’s problems in
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their everyday context and define personalized interventions to support doctoral progress
and well-being.

Our “single-case learning analytics for doctoral education” (SCLA4DE) approach
follows a process inspired by modern psychotherapy approaches [Hofmann, 2021] and
uses both structured quantitative data and unstructured text data (currently, self-reported)
– although the approach does not preclude other kinds of data. The approach also defines
specific kinds of computational analyses of these mixed data for different tasks within
the process. The main novelty of this LA proposal is that it is specifically tailored to
problems (dropout, well-being) and particularities of doctoral education (e.g., the lack of
meaningful cohorts).

To explore and validate the value of this approach to learning analytics for doctoral
education, we follow an iterative design-based research (DBR) methodology [Wang and
Hannafin, 2005]. As a first empirical iteration in such DBR process, the present paper
explores the feasibility and added value of the SCLA4DE approach in a case study. A
proof-of-concept of the main computational elements involved has been developed and
tested in authentic settings with nine doctoral students of different disciplines and at
different stages in their doctorate, in Spain and Estonia. The intervention, which lasted
for two months in the Spring of 2020, focused on the students’ sense of progress as a
key marker of doctoral well-being and eventual completion [Devos et al., 2017, Milicev
et al., 2021], and gathered daily quantitative and qualitative self-report data about their
well-being and progress, which was used to build both cohort-based and SCLA4DE
models.

The paper is structured as follows: section 2 lays out the research on HCLA and
the specific challenges of doctoral education and its (lack of) LA support. Section 3
describes the SCL4DE approach to build LA systems, while section 4 details the context,
methods and results of the aforementioned illustrative case study. The paper finishes
with a discussion of lessons learned and limitations of the case study (section 5) and
outlines a future research agenda for this new line of inquiry (section 6).

2 Related Work

2.1 Human-centered Learning Analytics

Research on human-centered learning analytics (HCLA) applies insights and processes
from the area of human-computer interaction (HCI) –and, particularly, from human-
centered design (HCD)– to the design, development and evaluation of learning analytics
solutions [Buckingham Shum et al., 2019]. The emergence of this body of research
mirrors recent calls for more human-centered artificial intelligence (AI) research [Shnei-
derman, 2020], and human-centered AI in education [Yang et al., 2021]. Similarly to
these other areas, one main underlying goal of HCLA is to increase the adoption of LA
by making the solutions more compatible with human values and capabilities [Kloos
et al., 2022], while avoiding dystopic visions of LA application [Ferguson et al., 2019].

Although user involvement in both design and evaluation has been a feature of various
LA research works (e.g., [Rodríguez-Triana et al., 2018]), most HCLA work so far has
focused on the application of participatory and co-design methods (related to HCD)
with the aim to increase stakeholder participation and eventually increase fitness and
adoption of LA in different educational contexts. Examples of this dominant approach to
HCLA include Martínez-Maldonado et al.’s “LATUX workflow” to design and deploy
LA awareness tools [Martinez-Maldonado et al., 2015], which features iterative cycles
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of prototype testing (of increasing fidelity) as well as classroom piloting (of increasing
authenticity). Another classic example is Holstein and colleagues’ co-design with teachers
of Konscia, a wearable classroom awareness tool showing analytics for classrooms that
use AI technology (in this case, intelligent tutoring systems) [Holstein et al., 2019], which
followed a similar sequence of steps, adding LA-specific prototyping methods such as
“teacher superpowers” or “replay enactments”. Indeed, much of the focus of current
HCLA research is on stakeholder (especially, teacher) engagement and participation
methods, including long-term partnerships for the development of LA tools that fulfill
local needs [Ahn et al., 2019], participatory semi-structured interviews [Dollinger et al.,
2019] and workshops [Mavrikis et al., 2019, Prestigiacomo et al., 2020] or LA interface
walkthroughs [Wise and Jung, 2019]. Other researchers have also tried to include students
specifically in these LA design and deployment processes [Prieto-Alvarez et al., 2018].

However, human-centeredness is multifaceted and not only concerns design methods
and shifts in users’ power and control [Fitzpatrick, 2018], but also the impact (of LA, in
this case) on working practices and ways in which values are built into the data models
[Buckingham Shum, 2023]. Borrowing from the ethics guidelines for human-centered
AI by the High-Level Expert Group on Artificial Intelligence (AI HLEG) [Weiser, 2019],
we could define multiple dimensions of HCLA, from human agency and oversight,
to transparency or societal and environmental well-being. More importantly, experts
agree that these different dimensions should be continuously evaluated and addressed
throughout the (AI/LA) system’s lifecycle [Weiser, 2019].

As we can see, human (e.g., teacher or student) agency should be a central concern in
HCLA. Several recent HCLA research proposals place a key importance in, e.g., teacher
agency [Dimitriadis et al., 2021, Kloos et al., 2022] – especially, in the design phase of an
LA system. Indeed, much of the HCLA work cited above has the intention of increasing
teacher/student agency in an LA system by giving them a voice during the system design
process. Yet, much less attention has been given to LA that aims to improve stakeholder
agency beyond the LA solution design phase. Also, there is a scarcity of research work
on patterns for how to structure HCLA solutions to maintain such agency, which is valid
knowledge in HCI and other design disciplines [Buckingham Shum, 2023]. Dimitriadis
and colleagues’ provision of design guidelines [Dimitriadis et al., 2021] is one of the
few exceptions to this gap, which the present paper also aims to overcome.

2.2 Doctoral education: Challenges and learning analytics support

Doctoral education (DE) suffers from several endemic problems that researchers have
failed to find effective, generalizable interventions for (be them technology-mediated
or otherwise). One of the most important ones is the high rate of dropout that many
doctoral programs across the globe face [Wollast et al., 2018], which is an especially
virulent version of the wider problem of dropout in higher education (HE) [European
Commission. Directorate General for Education and Culture. et al., 2015, Wild and
Schulze Heuling, 2020]. While a variety of educational and institutional factors have
been found to relate to HE dropout (see, e.g., [De Silva et al., 2022]), the doctoral
education literature specifically highlights the importance of personal and contextual
factors, from candidate preparedness or marital status, to supervisor support [Bair and
Haworth, 2004, Rigler et al., 2017, Wollast et al., 2018, Maher et al., 2020].

Another wicked problem at this educational level is the high prevalence of mental
health issues like depression, stress or anxiety, which have led some authors to talk about
a “mental health crisis” in graduate education [Evans et al., 2018]. DE research has
uncovered a multitude of contextual factors influencing these problems, from economic
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or family situations to daily habits and coping strategies, or the relationship with one’s
supervisor [Mackie and Bates, 2019, Sverdlik et al., 2018].

Recent research not only has determined the high prevalence of dropout and well-
being problems in DE (ranging from 20% to 70% [Bair and Haworth, 2004, Terrell
et al., 2012, Satinsky et al., 2021]). It has uncovered that these two problems not only
overlap in their personal and contextual risk factors – they have also found that they are
closely related to each other. An exploratory qualitative study found that low mental
well-being was one of the key distinguishing factors of doctoral students that dropped out
[Devos et al., 2017]. Indeed, a later multi-wave survey study of N=461 doctoral students
in Belgium found mental health as a key antecedent of dropout intentions [De Clercq
et al., 2021]. One’s own perception of progress in the doctoral dissertation materials
has also been found as a critical motivational factor affecting both emotional well-being
and dropout in doctoral studies [Devos et al., 2017, De Clercq et al., 2021, Milicev
et al., 2021]. This finding about the importance of one’s perception of progress, which
confirms earlier research in the more general area of knowledge work [Amabile and
Kramer, 2011], suggests that progress (and practices to make it visible, like self-tracking
[Avrahami et al., 2020]) could be an important construct to target in relation to those
doctoral problems.

In contrast with the relative richness of research on factors and correlates of these
problems of dropout and well-being, there exist few evidence-based intervention ap-
proaches to address them [Mackie and Bates, 2019, Jackman et al., 2021]. Indeed, the
wide range of potential stressors in the doctoral environment and their complex interde-
pendencies [Mackie and Bates, 2019] (again, pointing to the uniqueness of each doctoral
student’s challenges) makes the proposal of generalizable interventions difficult, and
suggests targeting individual and contextual factors as a potential way forward [Jackman
et al., 2021]. In relation to this, doctoral students’ need to develop a sense of agency dur-
ing the doctoral process [McAlpine and Amundsen, 2009] may be an important feature
of such personalized interventions, as illustrated by initial work on coaching doctoral stu-
dents [Godskesen and Kobayashi, 2016]. The importance of agency is also supported by
findings in evidence-based psychotherapy, which highlight the person’s own awareness
of well-being problems and active role in the proposal of solutions that require behavior
change [Strosahl et al., 2012, Hofmann, 2021]. There also exist initial work on training
interventions focusing on the students’ perception of progress (mentioned above), which
have shown promising results [Prieto et al., 2022].

Even fewer doctoral interventions for well-being or dropout exploit the potential
of technology. This is in line with a generalized lack of technology support to DE in
general, aside from technologies used for specific research activities like data analysis or
laboratory processes. Taking into account that well-being is one of the key dimensions of
a human-centered LA system [Weiser, 2019, Kloos et al., 2022], it would seem especially
fitting to use LA (and, especially, an HCLA approach/system) to address the well-being
challenges of DE. However, there is a similar scarcity of research on LA that promotes
well-being (at any educational level). Indeed, a recent literature review of this area found
only six LA publications mentioning well-being [Hakami and Hernández Leo, 2020].
Most of these proposals addressed well-being only aspirationally (LA and educational
institutions should care and improve well-being of students), or in very specific cases
(e.g., accessibility of e-learning systems for disabled students). Further, none of these
proposals focused specifically on doctoral education.

A notable exception applying LA to DE (which will help illustrate the challenges
of doing so) is the work on Learning Pulse, an LA system that tried to model doctoral
students’ performance using multimodal data analytics within a self-regulated learning
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perspective [Di Mitri et al., 2017]. Despite the length of data gathering in the study
(8 weeks) and its comparatively fine granularity (every 5 minutes), the study’s small
sample size (N=9 students) highlights the difficulty of finding large cohorts of somewhat
comparable doctoral students. In this work, a linear mixed-effects models trained on
the whole “cohort” tried to provide personalized predictions but, according to authors
themselves, the goodness of fit (measured via R-squared of the models) was limited (0.05-
0.32 for different target performance variables), leading to “poor prediction accuracies”
(p. 196). Among the potential causes cited by the authors are the data sources used, the
variability of learner contexts, and the lack of a clearly defined learning task.

To the best of our knowledge, there has been no other LA-related effort in DE.
This scarcity can be traced back to the unstructured nature and uniqueness of doctoral
processes (and individual differences in personality, culture, or skill-sets of students),
along with a lack of large datasets (and the fact that learning management systems are
not typically used in DE), which makes it hard to build reliable AI or machine learning
models (on which most LA solutions rely). This is precisely the set of challenges that
our proposed HCLA approach (see next section) intends to tackle.

3 Single-case learning analytics for doctoral education as an HCLA
approach

To tackle the challenges of supporting doctoral education with learning analytics illus-
trated above (i.e., the uniqueness of each doctoral student and learning process, the lack
of meaningful cohorts on which to perform comparisons or modeling, and the small
size of typical datasets), we turn to recent advances in evidence-based psychotherapy,
such as third-wave cognitive-behavioral therapies [Hayes and Hofmann, 2021]. These
approaches look at well-being problems of humans idiographically (i.e., focusing on the
uniqueness of individuals and their experience) and in-context, engaging the person in a
collaborative relationship and as an active participant to find concrete solutions to their
mental health problems [Hofmann, 2021]. This collaboration is often aided by active
data gathering by the participants themselves (e.g., [Fernández and Mairal, 2017, Sellés
et al., 2015]). We hypothesize that computational models could help participants in
unearthing and understanding contextual cues related to problems they experience in
their unique everyday work. In the context of such collaboration between the student
and an expert (be it a counselor/coach, supervisor or researcher), we hereby propose a
new (human-centered) LA approach, a pattern for structuring LA solutions: single-case
learning analytics for doctoral education (SCLA4DE).

SCLA4DE defines a structured process involving both human stakeholders and com-
putational elements with specific missions, to provide personalized support to doctoral
learners (see Figure 1). The SCLA4DE approach requires a toolbox of computational
elements specifically designed to address some of the challenges and particularities of
supporting DE. We can thus see SCLA4DE as fitting the philosophy (and providing a
concrete instantiation) of human-AI teams [Wilder et al., 2020] (i.e., socio-technical
systems specifically designed considering the distinct abilities of people and machines),
which have recently been proposed as relevant to the field of education as well [Molenaar,
2021].

The starting point for the SCLA4DE process is the detection of a problem (e.g., lack
of progress in the dissertation), oftentimes by the doctoral student themself (as “progress”
is often subjectively evaluated on an everyday basis by students, see [Devos et al., 2017]),
or flagged by other actors (e.g., a doctoral supervisor). An SCLA4DE-based solution
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would thus be a socio-technical system that instantiates a process with several distinctive
phases and activities performed by different kinds of human or computational actors
(italics denote the different process steps in Figure 1) to help understand and find solutions
to such a problem:

Figure 1: SCLA4DE process phases, their outputs, and main computational elements
and stakeholders involved. Semi-transparent icons indicate stakeholder roles that could

be supported or automated in the future

1. A Problem and Data Definition phase in which individual doctoral students are
included in defining what exactly is the problem that the SCLA4DE system tries
to help with (e.g., lack of perceived progress on thesis materials, cf. [Devos et al.,
2017]). The researcher and the student also define the data that will be collected
and how (is it self-report questionnaires, wearable devices, etc.), using the student’s
contextual knowledge of what data are feasible to collect, and what variables may be
most relevant to track over time (including ones not anticipated by the researcher).
This step also gives voice to the students and their concerns, thus increasing student
agency in the deployment phase of the system.

2. A phase of Longitudinal Data Gathering, akin to a repeated measures design (i.e.,
data are gathered on more than one occasion) [Ellis, 1999]. This data gathering
may occur across multiple data sources (i.e., would lead to multimodal learning
analytics [Ochoa, 2017]) and would include both quantitative, structured variables
(e.g., number of hours slept in a particular day) and unstructured variables more
amenable to qualitative analysis (e.g., an open-text diary entry about the events
of that day). Although this data collection can happen automatically (as with the
wearable devices in the Learning Pulse study [Di Mitri et al., 2017]), it is likely that
doctoral students will also have a role as active data collectors, and other human
stakeholders like doctoral supervisors may also be involved in such data collection.



1040 Prieto L.P., Pishtari G., Dimitriadis Y., Rodríguez-TrianaM.J., Ley T. ...

This collection of multiple time series variables aims to achieve enough data volume
for LA modeling (even if we consider only one student), but it also will enable
temporal analysis of the variables of interest (an under-utilized kind of analysis in
the LA field [Knight et al., 2017]). Indeed, such active data collection by students
can be already considered an intervention, as many psychotherapy approaches use
self-tracking as a tool to focus individuals’ attention to relevant, useful (or unhelpful)
behaviors and phenomena [Fernández and Mairal, 2017, Sellés et al., 2015]. In
terms of self-regulated learning, such active data collection can be considered a self-
monitoring device, which is critical for learning and problem-solving [Zimmerman,
1990]. In addition, the collection of unstructured data by the students (e.g., in the
form of open reflections or narratives) can be seen both as a generative activity
(known to improve self-monitoring and self-regulation of learning [van Gog et al.,
2020]) and giving additional voice to doctoral students during the operation of the
system, and exploits their unique knowledge of the particular context and learning
process, again increasing student agency in the system’s operation.

3. Once a large-enough dataset has been gathered, a Qualitative Analysis phase ensues,
initially performed manually by human researchers. This step mainly requires a
(open/inductive or theory-based/deductive) coding of the unstructured data collected
by the students over time, and is intended to adapt this part of the free-form dataset
to a format more amenable to computational processing [Shaffer, 2017]. This step
enables the SCLA4DE system to include in its analyses/modeling new factors and
variables that the students have noticed, and which were not in the original data
collection design (again, giving them a voice and agency in the LA process). The
amount of data needed to perform this qualitative analysis and obtain useful insights
is apriori unknown (and it may vary depending on the length of the student’s narrative
entries), although our current hypothesis is that a few weeks of data would be needed
for the human coders to understand the context enough and to observe noticeable
trends. Another issue of practical importance is the time needed to perform such
analyses, as qualitative analysis of even a moderately-sized dataset can take weeks or
months and insights derived from it may come in too late for the student originating
the data. Thus, computational elements (either based on latest advances in ML/NLP
[Pishtari, 2021] or other means like regular expressions [Cai et al., 2019]) will be
needed to automate this coding process for near real-time extraction of timely insights
for students.

4. Using both the quantitative time series and the data coming from the coding in the
previous phase, Individualized Modeling is performed using only one individual
learner’s data. These models would thus include not only quantitative variables
defined by the researchers in the initial problem definition phase, but also student-
defined quantitative variables (also from the problem definition) as well as variables
extracted from the students’ unstructured data (i.e., coded by researchers) during
the system’s operation. These models would not be generalizable to other doctoral
students – but that is not their aim, as they are intended only for in-context application
by the student that originated the data (see [Shaffer and Serlin, 2004] for more on
this issue). Furthermore, this individualized modeling should be performed using
explainable, parsimonious models (as opposed to very complex, black-box models),
as they are intended for use by students themselves (see following steps). Both the
use of student-generated variables and explainable models are aimed at improving
the agency of students in terms of deriving applicable insights from the analytics.
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5. The individualized models from the previous phase are then used in a session of
Personalized Sense-Making, in which those models are visualized and discussed
with the aid of researchers or other stakeholders (e.g., the student’s supervisor or a
coach). In these (potentially periodic) meetings the stakeholders can Propose New
Interventions (e.g., new behaviors to implement in order to improve the student
outcomes of interest) and/or go through a phase of Problem (or Data) Redefinition
for the next phase of system usage (hence, going back to step #2 above). To aid
in this sense-making and proposal of interventions, experts/researchers can draw
upon existing doctoral education literature (e.g., suggest strategies to manage the
student’s advisor, if their relationship seems to be an issue [Grover, 2007], or specific
diagramming and discussion exercises if dissertation topic in unclear [Prieto et al.,
2022]), or more general methodologies for well-being-related behavior change (e.g.,
identifying unhelpful behaviors used to procrastinate and more values-aligned alter-
native behaviors [Ruiz et al., 2016], or uncovering painful emotions that arise during
paper writing and suggesting strategies to manage such emotions [Strosahl et al.,
2012]). This step is aimed to increase student agency both in terms of interpretability
of results (by including experts/researchers) and definition of the problem or the
analytics.

6. In parallel to the workflow defined in steps #2–#5 above, once enough data are
collected from multiple doctoral students, researchers can also develop Cohort-
based Models using those students’ data, so as to derive generalizable insights
about the doctoral education experience and related phenomena (e.g., related to the
problems of student dropout and well-being) – as is typical in traditional LA (and is
the common goal of most researchers) –. This final phase also has the advantage
of giving a voice to students in the generation of wider theories about doctoral
education.

It is worth pointing out that different kinds of well-being and persistence problems
may appear at different stages of the doctorate (as suggested by [Sverdlik and Hall,
2020]) and, consequently, different kinds of solutions/interventions may make sense at
different stages (see [Grover, 2007, Ali and Gregg Kohun, 2007, J. Pifer and L. Baker,
2016] for examples in the doctoral education literature). However, the psychotherapeutic
inspiration of our approach (which suggests that there exist common processes to act
upon which are independent of the particular problem or diagnosis [Hayes and Hofmann,
2021]) and the SCLA4DE approach’s emphasis on gathering unstructured and student-
defined data, are precisely chosen to make it flexible enough to address these different
kinds of challenges. It is also worth emphasizing SCLA4DE’s requirement of active
participation by doctoral students in data collection and interpretation. This requirement,
also stemming from the psychotherapeutic origins of the approach (described above) and
our own human-centered stance on learning analytics, could be seen as a limitation of
the approach, as it requires a certain amount of time and effort (e.g., to report certain
quantitative indicators and write down a short narrative entry, every day) by doctoral
students, who are often time-deprived. This also limits the scope of application of the
approach to problems of which the student is aware, and for which the student is willing
to engage in the process described above). We argue, however, that active data collection
is also a strength, which serves to circumvent the ethical concerns that gathering data
from unaware students may entail. This issue of active participation nevertheless raises
the question of whether it is feasible for doctoral students to engage in this process for
extended periods of their everyday lives, or whether the amounts of data that they are
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able to generate (e.g., length of the diary entries) is of sufficient value – thus requiring a
feasibility study as a first step (see the next section).

The process outlined above defines at least three key computational elements (denoted
by colored bot icons in Figure 1): 1) personalized ML/LA models of the phenomena
of interest (blue bot); 2) more generalizable LA/ML models of DE phenomena across
multiple students (red bot); and 3) computational means of reproducing human coding
of unstructured data (green bot). It also defines several key stakeholders involved in the
process (for now, mainly doctoral students and experts/researchers). Yet, it should be
noted that further computational elements could be developed in the future to (partially
or completely) automate some of the human stakeholder activities outlined above (see
section 6).

This SCLA4DE approach should be understood as a human-computer interaction
contribution, within an HCLA paradigm [Buckingham Shum, 2023]. Our approach
provides a new design pattern to solve a common problem (in this case, specific problems
of doctoral education like dropout and low well-being) and a description of value-adding
technical capabilities [Zimmerman and Forlizzi, 2014]. To further illustrate the added
value of implementing LA solutions using this approach, the next section describes an
illustrative study in which initial prototypes of the aforementioned three computational
elements were implemented and applied to an authentic dataset collected by doctoral
students in two different countries (Estonia and Spain).

4 Illustrating SCLA4DE’s computational elements using an authen-
tic dataset

4.1 Goal and research questions

Our overall goal while proposing the SCLA4DE approach described above is to design
and develop socio-technical interventions to support doctoral well-being and address
problems of doctoral dropout. Within this overarching goal, the case study described in
the rest of this section aimed at exploring the feasibility and usefulness of the three main
computational elements of the SCLA4DE approach mentioned above (see the colored
bots in Figure 1). We thus formulated three research questions (and several sub-questions,
see Figure 2), each mapping directly to the intended outcomes of the computational
elements defined in the SCLA4DE approach above:

– RQ1 (related to the red bot, in Figure 1): What across-learners insights can be derived
from SCLA data?

• RQ1.1 … from the quantitative time series data?

• RQ1.2 … from adding qualitative data on top of the quantitative ones?

– RQ2 (blue bot): What is the added value of a single-learner analysis over the cohort-
based one?

• RQ2.1 … in terms of (subjective) insight?

• RQ2.2 … in terms of (objective) model performance?

– RQ3 (green bot) Can computational techniques reproduce researcher-generated open
coding reliably?



Prieto L.P., Pishtari G., Dimitriadis Y., Rodríguez-TrianaM.J., Ley T. ... 1043

• RQ3.1 What computational technique produces most reliable results?

• RQ3.2 What factors influence model performance?

Figure 2: Research questions and sub-questions tackled by the illustrative case study

To provide an illustrative response to these research questions, we gathered an
authentic SCLA4DE dataset using a process similar to the one presented in Figure 1. The
next subsections describe where, when and how that dataset was gathered and analyzed.

4.2 Context and participants

Context. Progress is known as a critical motivational factor affecting both emotional
well-being and dropouts of doctoral studies (see section 2.2). Taking such research into
account, and the usefulness of self-tracking and diaries in many therapies for behavior
change (see section 3), we developed a simple technology prototype (a web-based self-
tracking and diary platform, see Figure 3) to gather personalized self-report data. Ethical
approval for conducting the study was then obtained from the Ethics Committee at the
Center of Excellence in Educational Innovation at Tallinn University (Estonia).

Participants. Volunteer doctoral students were recruited from the participants of
previous progress-oriented training actions held at two public universities in Estonia and
Spain [Prieto et al., 2022]. This ensured that all participants had a basic understanding of
the well-being and dropout problems in doctoral education, the critical role of perceiving
one’s progress, and practices that could foster it. N=9 doctoral students (all female)
from multiple disciplinary backgrounds (see Table 1) provided informed and voluntary
consent to participate in the study by providing daily self-tracking/diary inputs. All data
was introduced using an anonymous numerical code, to preserve participants’ anonymity.
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Figure 3: Screenshots of the web-based platform used by doctoral students to gather
and visualize data: a) Description of the activities for students; b) Questionnaire for
self-reporting of daily data; c) Dashboard visualizing a students’ self-reported sense of

progress (daily and aggregated per week); d) Dashboard visualizing a simple
correlation model between two data variables

4.3 Methods

Dataset generation. The aforementioned web platform used for self-report data entry
was configured so that each daily entry had several default quantitative indicators (see
Figure 3a,b): hours slept, time spent working on the thesis materials, time working
in other topics, and a self-assessment of the progress that day (a Likert scale from -3,
very unsatisfactory, to +3, very satisfactory). The entry also included an open question
asking students to narrate the main events of the day, especially regarding progress
and goal achievement and emotions/thoughts this elicited. All doctoral students were
interviewed (similar to step #1 in the SCLA4DE process, see section 3) before using
the aforementioned prototype self-tracking and diary platform, to become familiar with
the platform and to customize their data gathering by adding 1-5 additional quantitative
indicators they themselves came up with as potentially relevant for their progress (see
section 4.4 for concrete examples). The doctoral students then used the aforementioned
web platform to self-track their progress and the aforementioned variables, for a period
of 4-8 weeks in the Spring of 2020 (albeit they were free to decide not to log an entry
for a day, or they could forget to do so). After the data input phase, another interview
was done with students to show them their data and to discuss it (akin to step #5 in
Figure 1. Our final dataset contained a grand total of 270 tracking and diary entries. Over
this period of time, each participant logged between 14 and 51 entries (see Table 1 for
further details about the data logged). Midway through this logging period, basic data
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Name

(fictional)

Country Research

discipline

Year

into

the

PhD

Gender Diary/

self-

tracking

entries

Mean(SD)

words

Alice ES SOC 2 F 51 24(17)

Beth ES HEA 4 F 45 44(25)

Chris EE TEC 3 F 23 32(16)

Debbie EE TEC 2 F 17 40(35)

Emma ES HUM 2 F 46 40(26)

Fiona ES HEA 2 F 36 39(20)

Gloria ES TEC 1 F 20 75(40)

Heather EE SOC 4 F 18 15(21)

Irene EE HUM 3 F 14 5(8)

Table 1: Demographic profile and data gathered by the 9 doctoral students
participating in the illustrative study. The last column provides the word count

distribution of students’ daily narrative (journaling) entries. ES=Spain, EE=Estonia.
SOC=Social sciences, HEA=Health sciences, TEC=Technology, Architecture &

Engineering, HUM=Humanities. F=Female.

visualizations of their own data and simple data models (e.g., correlations between two
logged variables) were made available to the students (see Figure 3c,d).

Data analysis. In order to explore the answers to RQ1 (cohort analyses of SCLA-like
data), we trained two kinds of exploratory, interpretable ML models. To understand the
across-learner value of the quantitative data in the datasets (RQ1.1), a Gaussian graphical
model (GGM) [Epskamp et al., 2018] has been created using the quantitative time series
data provided by doctoral students (to understand temporal, contemporaneous and across-
learner relationships between them). To further extract across-learner insights about
what variables seem to be related with better/worse student progress, a stepwise linear
regression model (that balances predictive power and simplicity, for better interpretability
by researchers and learners) has been trained, using the students’ self-assessed progress
as the outcome variable, and using the other quantitative variables as predictors. To
understand the kinds of insights that could be gleaned by adding (open-coded) qualitative
analysis data to these models (RQ1.2), a single researcher performed an open coding of
the diary entries in the dataset, using an inductive conventional content analysis [Hsieh
and Shannon, 2005] at the diary sentence level. Within a naturalistic paradigm of research,
we ensured the credibility of the coding process by prolonged engagement, persistent
observation, and to a lesser extent member checking of data andmethod triangulation with
the student interviews during the SCLA4DE process [Poduthase, 2015]. The resulting
codes (see Table 2) were then transformed into binary variables using a process similar
to that used in epistemic network analysis (ENA) [Shaffer and Ruis, 2017], i.e., whether
a code was present or not on a certain date when the diary was written. Those additional
variables from the open coding were used, along with the quantitative ones, as predictors
in further GGM and stepwise linear models, thus eliciting contextual factors related to
progress that could generalize across the whole dataset of doctoral students.

To explore the answers to RQ2 (single-learner analyses over cohort-based ones), we
trained a similar set of models to those in RQ1, using only the data from one learner
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at a time. We then compared these personalized models with the ones from RQ1, to
understand in what ways they differed, qualitatively speaking (RQ2.1). To understand
the objective added value of these single-learner models (RQ2.2), we have compared the
stepwise linear models developed for RQ1 and RQ2 in terms of how well they predict
the outcome variable (perceived progress). We have triangulated multiple evaluation
metrics: root mean squared error (RMSE) and R-squared, both in-sample (i.e., predicting
the outcome values in the training set) and out-of-sample (i.e., predicting outcome values
of data points never seen by the model) using a 5-fold cross validation method.

To answer RQ3 (ML models to accurately imitate the open coding made by re-
searchers), we have trained multiple natural language processing (NLP) models, using
both classic machine learning (e.g., logistic regression, support vector classifiers) as
well as state-of-the-art neural network models (including convolutional and recurrent
networks, as well as Bidirectional Encoder Representations from Transformers [BERT],
see [Devlin et al., 2019]). Each ML model tried to predict whether a certain code is
present or not in a certain sentence. We compared the performance distribution of differ-
ent families of ML models (RQ3.1), evaluated using Cohen’s kappa (κ). The evaluation
was performed using a 5-fold cross validation process, repeated five times to better
understand the distribution of model performance, and then compared it with what is
often considered “good agreement” (κ > 0.65) in qualitative analysis literature [Viera
and Garrett, 2005]. Similarly, to understand the reasons for this performance (RQ3.2),
we explored the best model’s performance in the open-coding imitation task by looking
at three dimensions of each code: its level of abstraction, the kind of entity the code
represents, and the prevalence (i.e., the frequency of appearance) of the code in the
dataset.

4.4 Results

4.4.1 RQ1 (red bot): What across-learners insights can be derived from SCLA
data?

4.4.1.1 RQ1.1 From quantitative time series data

As a first step towards understanding what across-learners insights we can derive from
a SCLA4DE approach, we developed a simple, interpretable across-learners model of
progress. More concretely, the stepwise linear regression of perceived progress as a
function of the other quantitative data are represented in Figure 4 below.

On average, the cohort of students’ most reliable predictor of progress was to spend
more time working on thesis-related tasks (including not only the dissertation itself, but
also studies and publications to be included in it). Also, the students’ amount of sleep
was a positive predictor of progress, albeit with more variability.

We also developed a GGM [Epskamp et al., 2018], which not only looks at the
relationship between progress and its quantitative predictors, but rather looks at the
relationships between all pairs of variables, while controlling for all the other variables in
the dataset. Further, such models can be used to look at contemporaneous relationships
(what variables tend to be correlated on the same day), temporal relationships (i.e., corre-
lations between the values of one day and the next) and between-subjects relationships
(i.e., whether variables tend to be correlated across participants). The resulting model is
represented in Figure 5.

The GGM further confirms the contemporaneous relationship of perceived progress
and time dedicated to the thesis. We also uncovered a tension between thesis-related
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Code Definition

Effort Doing a task that was explicitly labeled as hard, or

exerting oneself effortfully in a certain activity

EmailCalls Dedicating time to doing emails or making calls

Emotion.Positive Mentions to positive emotional states like joy, pride,

curiosity/interest, etc.

Exhaustion.Sickness Being sick (incl. migraines or headaches) or feeling

exhausted during the day

FreeTimeRest Dedicating time to rest, sleeping more than usual, tak-

ing holidays or a day off

GenericTasks Mentions to having done tasks, without mentioning

their nature or whether they are thesis-related or not

HouseworkFamilyPersonal Dedicating time to household or family-related tasks,

or undefined personal matters

InterruptionsInterferences Interruptions to one’s work by other people, or other

external interferences in one’s work

LackingTime Mentions to feelings of time pressure, time scarcity, or

deadline-driven anxiety

Learning Spending time learning new things, regardless of

whether they are thesis-related or not

Meetings Spending time in meetings, regardless of their relation-

ship with thesis work

OtherWork Mentions to tasks not related to the thesis

OtherWork.Teaching Mentions to teaching tasks (also not related to the the-

sis)

ProductivityTechniques Explicitly following a specific productivity technique

or strategy (e.g., the Pomodoro method)

ThesisWork Generic mentions to working on thesis-related tasks

ThesisWork.Reading Spending time reading materials related to one’s thesis

topic

ThesisWork.Writing Spending time writing thesis-related materials (e.g.,

papers, reports, etc.)

Table 2: Excerpt from the codebook describing the codes unearthed in the open coding
of diary entries of doctoral students, mentioned in the case study results (section 4.4)

time and other work-related time (e.g., teaching or other research work not related to the
students’ dissertation topic). From the temporal relationships we can also see how the
progress seems to go in streaks, that is, a high progress in one day seems to be correlated
with high progress in the following day. Additionally, longer sleep often happens after
a high-progress day. Looking at the between-subjects differences (Figure 5, right) we
see that students that spend a lot of time in other work activities tend to spend less time
on thesis-related products, and tend to report less progress. While these cohort-based
trends are not very surprising, they provide initial ideas for theory-building and for
potential interventions (e.g., focusing students to reduce the time they spend working on
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Figure 4: Graphical representation of the predictor coefficients and their confidence
intervals, of a stepwise linear regression of perceived progress. Sleep: hours slept that

day; Thesis: hours devoted to working on thesis-related materials

non-dissertation tasks).

4.4.1.2 RQ1.2 From adding qualitative data on top of the quantitative ones

To understand the added value of increasing the complexity of the data gathering with
an unstructured diary entry, in getting across-learners insights, we used the open coding
variables as additional predictors in another stepwise linear regression model of progress
(see Figure 6).

By looking at the variables appearing in Figure 6 (i.e., those that the model selected
as most predictive of progress), we can observe that there are effects consistent with
existing literature (e.g., positive emotions being positively associated with progress, see
[Amabile and Kramer, 2011]). There exist also other contextual variables (i.e., coming
from the qualitative analysis of narrative diaries) seemingly associated with progress,
which could provide ideas about potential interventions and behaviors to change. For
instance, the negative impact of housework and family tasks could be linked with students’
task/time management ability. This insight seems to be supported by the positive impact
of explicitly using productivity techniques, or the negative effect of the feeling of time
scarcity already, all of which suggest that interventions that allow students to better
organize themselves, like doctoral workshops on time management and productivity (see
[Prieto et al., 2022] for one such training), could be a way to overcome these challenges.
Once detected as important, these variables could also be the target of direct quantitative
measurement by the student in later iterations (see step #5 in Figure 1).
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Figure 5: Graphical representation of the Gaussian graphical model (GGM) built using
the common quantitative variables of the whole dataset (N=9 doctoral students).

OtherWork: hours devoted to work not related with the thesis; Progress: self-evaluation
of progress; Sleep: hours slept that day; Thesis: hours devoted to working on

thesis-related materials. Blue lines/arrows indicate positive correlations, red ones
indicate negative correlations

4.4.2 RQ2 (blue bot): What is the added value of a single-learner analysis over
the cohort-based one?

4.4.2.1 RQ2.1 In terms of subjective insight

By training similar machine learning models to those of RQ1 on the data of each single
doctoral student, we noticed how personalized models provide arguably more interesting
insights, sometimes countering the cohort-based trends outlined above1. For instance,
participant Alice’s linear regression model has sleep as a negative predictor of progress
(maybe suggesting a tendency to oversleep), and uncovered predictors that the student
herself had proposed in the problem/data definition phase. For instance, we find that
negative thoughts about the thesis have a deleterious effect on progress, or that spending
time on “non-essential” self-care activities (NonEssentials, see Figure 7, left) bear a
positive effect on progress.

In contrast, for participant Beth (Figure 8), sleep is not a significant predictor of
progress at all. However, time dedicated to learning new things (Learning), or (not) doing
a long-postponed task (PostponedTask_No), were interesting predictors of progress. The
GGM for Beth also uncovered certain indirect relationships to progress, like that of
spending time finding a postdoctoral job (JobSearch) which was in tension with the
spending time on non-thesis work tasks (NonThesisWork).

1 When describing individual participants’ data, fictional names are used throughout the paper
(e.g., Alice, Beth).
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Figure 6: Graphical representation of the predictor coefficients and their confidence
intervals, of a stepwise linear regression of perceived progress for the whole cohort
(N=9 doctoral students), including both quantitative and open coding variables. Circles

represent the coefficient estimate; lines represent the confidence interval of the
coefficient. Sleep: hours slept that day; Thesis: hours devoted to working on
thesis-related materials; for all other variables see the codes in Table 2

Once we add the data from the qualitative analysis, we find further (personalized)
contextual correlates of progress, which are even more interesting and actionable. For
instance, for participant Alice, the importance of household and family obligations was
found an important hindrance to progress (Figure 9, left). Also, certain thesis activities
(ThesisWork.Reading) and non-thesis ones (OtherWork.Teaching) seemed to play the
largest positive and negative roles, respectively.

In turn, for participant Beth (Figure 10), the personalized, qualitative-enriched models
suggest intriguing insights, like the negative relationship of meetings with progress. This
could be due to the quality of the interpersonal relationship with the supervisor, unmet
expectations about the outcome of the meetings, or the sheer amount of time spent
in meetings impeding progress on the thesis materials. These conjectures could be
discussed with the student herself for further contextualization and, eventually, also with
her supervisor or lab head. Further, the fact that thesis writing (ThesisWork.Writing)
seems associated with lower progress days suggests that potential interventions to support
writing (e.g., doctoral writing groups or workshops) might be a good starting point.

Yet, these individual models also had limits, often related to lower data volumes.
For instance, participant Chris (who had input only 23 diary entries) had stepwise linear
regression models with low R-squared (i.e., the amount of variance in the dataset that is
explained by the model variables).
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Figure 7: Top: Graphical representation of participant Alice’s stepwise linear
regression model of progress, using quantitative data only (including personalized
variables). Bottom: Alice’s GGM representation of contemporaneous relationships
between variables. NegThesis: frequency of negative thoughts about the thesis;

NonEssentials: hours devoted to non-essential self-care; OtherWork: hours devoted to
work not related with the thesis; Progress: self-evaluation of progress; Sleep: hours
slept that day; Thesis: hours devoted to working on thesis-related materials; Vitality:

subjective feeling of vitality

4.4.2.2 RQ2.2 In terms of objective model performance

We evaluated the different models mentioned in the previous sections (both across-
learners and personalized for a single learner) to get objective measures of model perfor-
mance at predicting the actual progress perceived by a student for a particular day, using
the other variables as predictors. Table 1 summarizes the results of such evaluation.

Even if the spread of the evaluation metrics suggests that some of the personalized
models might be performing worse than the across-learner ones, the average performance



1052 Prieto L.P., Pishtari G., Dimitriadis Y., Rodríguez-TrianaM.J., Ley T. ...

Figure 8: Top: Graphical representation of participant Beth’s stepwise linear
regression model of progress, using her (customized) quantitative data only. Bottom:

Beth’s GGM representation of contemporaneous relationships between such
quantitative variables. JobSearch: Time spent finding a job for after the doctorate;

Learning: hours dedicated to learning new things; NonThesisWork: hours dedicated to
thesis-unrelated work; PostponedTask_xx: whether or not a long-postponed task was
attempted that day; Progress: self-evaluation of progress; Sleep: hours slept that day;

Thesis: hours devoted to working on thesis-related materials

of personalized models enriched with qualitative data vastly overcame the across-learner
ones. To investigate the reasons for the few particular low-performing personalized
models, we explored the possibility of non-linear relationships in the data as a potential
cause for such performance. Using decision trees (a simple, easily interpretable non-linear
machine learningmodel) on those students’ data seemed to ameliorate the problem, giving
again superior performance over the across-learner models, and suggesting potential
alternative AI models and paths for future research (i.e., the investigation of non-linear
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Figure 9: Top: Graphical representation of participant Alice’s stepwise linear
regression model of progress, once qualitative variables were added into the model.
Bottom: Alice’s GGM representation of contemporaneous relationships between

variables (including qualitative ones). NegThesis: frequency of negative thoughts about
the thesis; OtherWork: hours devoted to work not related with the thesis; Progress:
self-evaluation of progress; Sleep: hours slept that day; Thesis: hours devoted to

working on thesis-related materials; Vitality: subjective feeling of vitality; for all other
variables, see the codes in Table 2

models as opposed to the simple linear ones portrayed in this paper). It is also worth
noting that the across-learner models enriched with qualitative data outperformed the
purely quantitative ones (suggesting that such enrichment of quantitative time series
data with qualitative analyses may be beneficial, not only in the frame of a SCLA4DE
approach, but also for other classic, cohort-based LA solutions).
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Figure 10: Top: Graphical representation of participant Beth’s stepwise linear
regression model of progress, once qualitative variables were added into the model.
Bottom: Beth’s GGM representation of contemporaneous relationships between
variables (including qualitative ones). Learning: hours dedicated to learning new

things; NonThesisWork: hours dedicated to thesis-unrelated work; PostponedTask_xx:
whether or not a long-postponed task was attempted that day; Progress: self-evaluation
of progress; Thesis: hours devoted to working on thesis-related materials; for all other

variables, see the codes in Table 2

4.4.3 RQ3 (green bot) Can computational techniques reproduce researcher-gen-
erated open coding reliably?

4.4.3.1 RQ3.1 What AI technique produces most reliable results?

We applied different families of machine learning algorithms commonly used in NLP,
to understand how well they can imitate the human-driven open coding. As we can see
in Figure 11 below, BERT was the best-performing family, with a median κ = 0.39.
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Model type Data used Mean(SD)

in-sample

RMSE

Mean(SD)

in-sample

R2

Mean(SD)

out-of-

sample

RMSE

Mean(SD)

out-of-

sample

R2

across-

learners

quant 1.56 0.18 1.56 0.19

across-

learners

quant+qual 1.28 0.22 1.33 0.21

within-learner

(personalized)

quant

(incl. cus-

tomized)

0.85(0.42) 0.55(0.19) 1.08(0.85) 0.68(0.18)

within-learner

(personalized)

quant+qual

(incl. cus-

tomized)

0.53(0.31) 0.78(0.15) 0.84(0.56) 0.73(0.10)

Table 3: Results of evaluating the stepwise linear regression models of progress,
in-sample and out-of-sample (using a 5-fold cross validation scheme). Mean values and
standard deviations (SD) reported. RMSE: root mean squared error (smaller is better);

R2: R-squared (larger is better)

Other notably-performing families of algorithms were support vector classifiers (SVC,
median κ = 0.31) and naïve Bayes algorithms (NB, median κ = 0.21). Yet, as we can
see there, only a relatively small part of the distribution of coding tasks achieved the
desired κ > 0.65.

4.4.3.2 RQ3.2 What factors influence model performance?

Several factors might be influencing the models’ performance in imitating the human
coding task: the code’s level of abstraction (e.g., highly abstract notions like “mentions
that progress was made”, vs. very concrete notions like “I answered emails”), the type of
entity the code represents (e.g., a description of an experience, like “feeling exhausted”,
vs. a mention of an activity like “I wrote for my thesis”), or the code’s frequency in the
dataset (as rare codes create imbalanced supervised learning tasks which often lead to
lower-performing models). Figure 12 below shows comparisons of model performance
for different code’s supervised learning tasks, along these three dimensions.

We can observe that very concrete codes are imitated much better than very abstract
ones (Figure 12, left), and indeed BERT’s performance for the former category of codes
is, on average, close to human-level standards (median kappa=0.65). We can also see
(Figure 12, center) how codes describing the quality of a student’s experience, or mentions
to particular activities, were much more accurately detected than mentions to how the
students worked (e.g., procrastination, long hours, etc.). Finally, there also seems to
exist a trend whereby very rare codes (low number of appearances in the dataset) are not
reliably detected, while more common codes are better detected by BERT (Figure 12,
right), as expected. Yet, it is unclear whether this trend is actually linear.
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Figure 11: Distribution of inter-rater reliabilities of different kinds of ML models trying
to mimic the open coding done by human researchers (Cohen’s kappa). NN=neural
networks; SVC: support vector classifier; LR=logistic regression; NB=naive Bayes;

RF=random forests; GP=gaussian processes; CNN=convolutional NN;
RNN=recurrent NN

5 Discussion

In response to the widespread dropout and well-being problems of doctoral educa-
tion, we proposed SCLA4DE as a human-centered learning analytics process that is
deeply centered on doctoral students and their agency, in line with doctoral education
research [McAlpine and Amundsen, 2009] and more general educational theories like
self-regulated learning [Zimmerman, 1990] and modern evidence-based frameworks of
behavior change for improved well-being [Hofmann, 2021]. This student-centeredness
contrasts with the dominant approach in higher education LA (which is often instructor-
centered), but we suggest that the uniqueness of each doctoral learning process warrants
this shift. The illustrative case study analyzing an authentic dataset from a small but
highly varied sample of doctoral students helped in exploring the feasibility and potential
of the computational elements in the SCLA4DE approach, but it also highlighted insights
and limitations of this approach, along the six steps of its process, as laid out in section 3:

In terms of step 1. Problem and Data Definition, our illustrative case study focused on
students’ perception of progress as a key motivational factor unveiled by recent doctoral
education research [Devos et al., 2017, De Clercq et al., 2021]. Yet, the lack of progress
can take many forms, depending on multiple factors like research discipline or the stage
within the doctorate the student is in (i.e., what is the current learning task). This initial
step in the SCLA4DE process enabled our study’s doctoral students to map their specific
progress challenges with personalized data variables to be gathered by them daily. Yet,
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Figure 12: Distribution of inter-rater reliabilities of a multi-language BERT model
trying to mimic the open coding done by human researchers (Cohen’s kappa), as a
function of several code and dataset characteristics. Top-left: level of abstraction of
codes; Top-right: number of appearances of a code in the dataset; Bottom: type of entity

represented by the code
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this flexibility-enhancing step also hints at limits of the approach. For instance, not
every kind of doctoral problem will be amenable to this approach: problems not clearly
perceived by students themselves, or which do not depend on student behavior to be
fixed, may benefit little from a SCLA4DE approach (although doctoral supervisors may
help in detecting problems that the student is unable to see).

Regarding step 2. Longitudinal Data Gathering, we currently conceptualize it as
requiring active participation by students. While this self-reporting serves as an attention-
focusing device also used in many behavior change approaches [Fernández and Mairal,
2017, Sellés et al., 2015], and circumvents ethical concerns about gathering data from
students unknowingly, our illustrative case study and the size of the dataset gathered
(on average, 30 daily entries per participant, with diary entries averaging 35 words
per entry) also hints at inherent limitations of this approach, given the feelings of time
scarcity that many doctoral students experience. Issues like tracking fatigue are well
known in the literature about quantified self and self-tracking [Choe et al., 2014], with
no clear generalizable solution. Our current best guess to overcoming this hurdle is to
provide useful insights (from the individualized analytics models) to students as soon
as possible, thus outweighing the perceived cost of this data gathering. Our approach’s
current reliance on diaries also makes it share typical limitations of diary studies, such
as self-selection bias, confirmability, or potential lack of depth in data [Mittelmeier
et al., 2021]. These weaknesses could be ameliorated with the use of further mixed
methods (e.g., Mittelmeier and colleagues’ use of social network analysis and interviews
aside from the self-tracking/diaries), or the use of multimodal learning analytics more
generally (as already attempted by [Di Mitri et al., 2017]). Indeed, in a sense some of
these weaknesses (like the self-reflection bias) are what the SCLA4DE approach exploits
in order to filter the myriad of context pieces in the students’ everyday experience that
could be relevant, into a more manageable set. Therefore this is a key HCLA mechanism
by which SCLA4DE adapts the analytics models to the stakeholders, increasing their
agency [Chen and Zhu, 2019].

Step 3. Qualitative Analysis of Unstructured Data was the focus of our third research
question (on whether the qualitative coding of narrative diary entries can be automated
reliably). However, even before that automation can be attempted, a large enough dataset
of such diary entries has to be manually coded by human researchers. This raises concerns
about the timeliness of this step (especially considering the need to provide value-adding
insights as soon as possible, as mentioned above), and the human effort involved in this
step. Collaboration between multiple research groups (maybe specializing in different
kinds of coding or doctoral education theories) could be a way forward in this sense,
but probably will need to be combined with other techniques such as the use of semi-
automated coding (e.g., aided by regular expressions or other means, [Cai et al., 2019]),
or the use of reinforcement learning by having students themselves revise a sample of
their data (i.e., a form of student member checking, often recommended in qualitative
analysis). Indeed, one of the main limitations of this step in our illustrative case study
was that the open coding of narrative diary entries used to enrich the quantitative dataset
was performed by a single researcher. While we used several techniques to ensure the
credibility of the analysis (prolonged engagement, persistent observation, and to a lesser
extent member checking of data and method triangulation with the student interviews
during the SCLA4DE process), we did not use the others (e.g., peer debriefing, negative
case analysis, referential adequacy, and more complete forms of member checking and
triangulation) [Poduthase, 2015]. Further, the use of multiple coders (and evaluating their
inter-rater reliability as a marker of validity) would be indeed very important in order
to claim generalizability about the cohort-based models (see step #6). Yet, given our
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present goal of merely illustrating the kinds of insights that could be gleaned from adding
such a qualitative analysis to the analytics process (and not the generalizability of those
particular models extracted from our limited dataset), we considered this weakness non-
critical. This issue of inter-rater reliability is indeed critical for the analytics approach
we propose, as it relies on qualitative content analysis –- as noted recently by other
researchers in the field [Kitto et al., 2023]. Regarding the automation of such qualitative
analyses, the evidence from our illustrative case study suggests that, while the best-
performing models (a multi-language BERT) perform much better than chance, they
still cannot accurately reproduce human coding for all kinds of codes. We found that the
level of abstraction of the code is an important aspect to consider, as is the provision of
enough examples of each code within the dataset (to avoid excessive class imbalance
in the supervised learning task). Our exploratory findings thus suggest that gathering
data for longer periods of time may be needed for reliable analysis and automation, but
also that other analytics techniques may be needed to deal with higher-level codes or
constructs of interest to students and researchers.

As to step 4. Individualized Modeling, our illustrative case study explored the added
value of these models over cohort-based ones (our second research question). We found
that the personalized models, which used quantitative variables defined by students
themselves, provided more actionable insights (and gave students a voice in the direction
of the research and the interventions –- which is key in ethical, responsible research).
Further, we also found occasions in which the insights from a learner’s data countered the
across-learner average trends (as also demonstrated by [Fisher et al., 2018] in the field of
psychology), thus supporting the importance of such an idiographic approach to provide
support that works for each individual. The addition of qualitative open coding data
improved the actionability of the insights (in terms of suggesting potential interventions)
and contextual richness of the models. Furthermore, the personalized models were
found objectively more predictive than across-learner ones. This is not surprising, as
personalized models have a much easier task scope (i.e., predict the progress of just
one student). Here again, we found that models enriched with qualitative analysis data
performed objectively better. Our findings also highlight aspects that future technology
designers proposing SCLA4DE systems should pay special attention to. For instance,
the number of predictor variables in the ML models grew very quickly (especially, after
we added the data stemming from the open coding process) – to the point that there may
be more predictors than data points. This highlights the importance of dimensionality
reduction and variable selection mechanisms, of which the stepwise regression used
in our case study is just one potential alternative. Our results also highlighted inherent
limitations of the SCLA4DE approach, like the importance of having enough data volume
(i.e., sufficient number of diary entries), in order to obtain reliable personalized models.

While our illustrative case study did not explore step 5. Personalized Sense-making,
Interventions and Re-definition in depth, or how undergoing it actually affects doctoral
students’ sense of agency, several insights can be gleaned from our illustrative findings.
First, they highlight the limits of the data and models produced, which are correlational
and exploratory in nature, and based on only brief mentions of an event or factor in
a short narrative entry. These models will not be able to suggest causal relationships
and will need further sense-making and contextualization by students themselves (cf.
[Shibani et al., 2019]). Similarly, interventions or changes in behavior will also need to
be defined by and with students, so that they are fit-for-context (and increase students’
agency) [Strosahl et al., 2012]. It is worth noting that the need for a “researcher/expert
in the loop” in this and other steps of the SCLA4DE approach is a limitation to its
practical application at scale, as it is resource-intensive. This also suggests that further
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computational automation or support could be developed for these human-intensive steps,
to reduce researcher/expert effort.

Finally, we explored step 6. Cohort-based modeling in the first research question
of our illustrative case study (what kinds of insights can be gleaned from cohort-based
models of SCLA4DE data). The analysis of our authentic (but small) dataset suggests that
the simple models built with the quantitative variables that were common across learners
led to limited insights that applied across the group of nine doctoral students. In our
study, the addition of data coming from qualitative analysis (step #3 above) led to more
interesting across-learners models that were, at the same time, more actionable –- as they
pointed to particular contextual features that tended to relate to better/worse progress
(e.g., use of productivity techniques, or feelings of time scarcity). However, several
critical limitations curtail the generalizability of these models, which should not be taken
as applying to every doctoral candidate out there. While varied in terms of country,
discipline, and stage within the doctorate, the small sample size of our illustrative study
(which is an endemic problem of doctoral education research that does not use survey
methods, e.g., [Di Mitri et al., 2017]) should raise concerns about the generalizability
of our findings. Further, the fact that only one coder performed the qualitative analysis
limits greatly the generalizability and reliability of the cohort-based models that use
qualitative data, which should be taken as merely illustrative and not general truths about
doctoral students.

6 Conclusions and a future SCLA4DE research agenda

This paper started with the severe dropout and well-being challenges that doctoral
education faces, and its need for personalized support, given doctoral student learning
process’s uniqueness. Inspired by modern evidence-based psychotherapy approaches to
behavior change [Strosahl et al., 2012, Hofmann, 2021], we have proposed SCLA4DE,
a novel human-centered learning analytics approach to address that need, and we have
described how human actors and computational elements would collaborate to provide
such support while taking human stakeholders and their agency as a primary consideration.
Our illustrative case study using an authentic doctoral education dataset has shown how
three computational elements would support doctoral education address these challenges,
balancing explainability and performance as needed.

Overall, the main technical contribution of this paper is the definition of a socio-
technical system (more concretely, a human-AI team) tailored to support doctoral educa-
tion, by structuring the interactions between human actors and computational components
in specific ways to provide such support. Our approach also defines specific kinds of com-
putational elements, their expected properties and goals (e.g., using high-explainability
linear models to aid data interpretation by students, or high-performance foundation
models for mimicking researcher labeling of unstructured data). In this sense, it is (to
the best our knowledge) the first practical implementation of a human-AI approach in
doctoral education, and the first one that focuses on human agency after design-time (i.e.,
during its deployment and operation). Particular elements of the approach are also rare
within the field of LA, such as the use of student-defined variables and unstructured data
to uncover individual context influences (which aim to enhance the student agency).

We showed that a hybrid human-AI approach is both technically feasible and value-
adding, illustrating its practical usefulness to stakeholders like PhD candidates – in the
context of doctoral education and its dropout and well-being challenges. We have defined
properties of the involved computational elements (e.g., in terms of model explainability
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or necessary data volume), and requirements for the human stakeholders involved in
the process (e.g., active data collection by students over longer periods of time, or the
coding of initial unstructured data by researchers).

However, this paper has barely scratched the surface of many of the research-worthy
questions around the SCLA4DE approach. These would define a tentative future research
agenda including:

– The use of a wider variety of data gathering methods within a SCLA4DE approach,
including multimodal LA techniques [Ochoa, 2017]. This also includes the use of
different and more advanced analytics techniques, from ENA (cf. [Prieto et al., 2021]
for an example) to reinforcement learning.

– Investigating the potential role of additional relevant stakeholders (like doctoral
supervisors, coaches, therapists, etc.) which could be added in extended versions
of the SCLA4DE approach. Doctoral supervisors could be involved, for instance,
to provide additional data that help deal with diaries’ issues of confirmability and
social desirability bias [Mittelmeier et al., 2021].

– Related to the previous point, the SCLA4DE process, in its current incarnation, is
quite labor-intensive for humans (from the coding of diaries by researchers to the
supporting of students in problem/data definition and sense-making. While some
of these aspects could be aided by researcher collaboration and later automation of
the coding process (as we have explored using BERT models in our illustrative case
study), the development of further computational elements that support (or even
automate) the different human-led tasks in SCLA4DE process, could be attempted
(once the SCLA4DE process is considered stable). These new elements could range
from behavioral intervention recommender systems to sense-making assistants that
help students with the interpretation of the personalized models.

– Investigating more deeply the ethical issues implied by a SCLA4DE approach,
including challenges balancing data privacy (e.g., student-owned data) with the
ability for researchers to derive across-learner insights (through anonymization,
which may not be trivial for unstructured diary data).

– Practical and motivational issues arising from SCLA4DE’s requirement of active
(repeated measures) data gathering by doctoral students (which may lead to e.g., par-
ticipation fatigue or worsening stress due to time scarcity) still need to be addressed.
Providing valuable insights and data visualizations to students as early as possible,
the use of novel human-computer interaction techniques to make such interactions
less effortful, or using more passive (but still individually relevant) data sources as
a complement to self-reports could play a role in addressing this issue. The use of
coaching and motivational techniques by experts and other human actors could also
contribute to tackle these issues.

– Given the variety of causes that may lead to a lack of progress, low well-being and
eventual student dropout (in part, due to the variety of learning tasks at different
stages of the doctorate [Di Mitri et al., 2017]), it would be important to explore the
limits of this approach. Finding out which problems are most effectively dealt with
using SCLA4DE (and which are not) should also be part of our future inquiry.

– The use of an SCLA4DE approach to design HCLA systems does not invalidate the
rest of design-time methods that the HCLA community has proposed (see Section
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2.1). Delving into what are the most beneficial design processes for developing
SCLA4DE systems specifically (e.g., using participatory methods as suggested by
[Holstein and Aleven, 2021] or value-sensitive design techniques as proposed by
[Chen and Zhu, 2019]) would be another avenue worthy of inquiry.

– The generation or expansion of empirically-grounded doctoral education theory (and
the role of student agency) using SCLA4DE-generated data, once we accumulate
enough personalized data. Using a self-regulated learning [Zimmerman, 1990] or
social-emotional learning [Conley, 2015] as theoretical starting points may seem es-
pecially fitting. The use of methodologies like comparative analyses [Smelser, 2013]
or even causal analyses [Brodersen et al., 2015] may be routes for this theorizing, as
randomized experiments will not always be feasible (or ethical).

The modularity of the SCLA4DE approach will enable different levels of automation
in the future, be it with the goal of looking for complementarity between human and
AI capabilities [Wilder et al., 2020] or proceeding to full automation (cf. [Molenaar,
2021]). Either way, the heavy involvement of learners themselves not only in the design
but also the deployment and everyday operation of SCLA4DE systems aims at ensuring
trustworthy, responsible computation, and provides a very concrete example of how to
augment human intelligence with machine intelligence.
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